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Preface

This book provides an introductory treatment of the logical structure,
electronic realization, and application of digital information processors.
The extent of coverage of each major topic should also make the book
useful as a review and reference text for persons experienced in the field.
Each major chapter is a relatively self-contained unit in an important
area: Boolean algebra for switching networks (Chapter 3), electronic
building blocks for switching circuits (Chapter 4), memories for digital
computers (Chapter 5), arithmetic operations in digital computers
(Chapter 6), system design of GP (integral transfer) computers (Chapter
7), an extensive description of DDA (incremental transfer) computers
(Chapter 8), and detection and correction of errors (Chapter 9), and
input-output equipment (the Appendix).

With the exception of Chapters 4 and 5, the presentation is on a
functional level, i.e., in terms of how elements with defined input-output
characteristics may be organized to synthesize subsystems or systems with
specified functional capabilities. Although functional descriptions and
circuit problems cannot be separated completely, the discussion of de-
tailed problems in the electronic realization of computers has been con-
fined mainly to these two chapters. This was done for a number of
reasons—first of all, in order not to obscure (by the intricacies and
details of practical means of mechanization) the conceptual simplicity of
fundamental principles treated in other chapters. This separation and
the way material is organized in each chapter also facilitates looking-up
particular topics. Also, while the entire field is evolving rapidly, develop-
ments in circuit techniques have advanced more rapidly than in logical
design. When the writing of this book was begun, the clock-repetition
rate of most digital computers was about 100 kc. Currently (1962)
computer circuits are under development for operation in the microwave
region of several hundred megacycles. (Developments in microwave,
tunnel diode, and superconductive circuits are described in Chapters 4 and
5 and also referenced in the bibliographies of these chapters.)

The importance of digital information processing technology in the
betterment of human welfare, in government, commerce, industry, science,
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engineering, and military systems (as well as dangers inherent in misuse)
makes it desirable that certain principles and the breadth of applications
be widely appreciated. The text’s emphasis on the functional approach
makes much of the subject accessible to those with limited technical
backgrounds. The presentation of material is designed to supplement
instruction in university level classes and also to facilitate independent
study. Because problems associated with various types of electronic
circuits are largely confined to two chapters, the intelligent reader with
limited knowledge in electrical and electronic circuits can (in accordance
with his capability and inclinations) skim these chapters and still under-
stand and benefit from the remainder of the text. (An additional reserva-
tion is that appreciation of all of Chapter 8 calls for a basic knowledge
of ordinary differential equations.) The entire text can be understood by
one having a background equivalent to a Bachelor’s degree in electrical
engineering with mathematics through differential equations.

Even after thorough study of branches of a subject, one may still have
doubts on how to apply this knowledge in the synthesis of a particular
design. Often this situation can be alleviated by the study of examples
that illustrate in detail the application of the basic material. In the present
case an effort was made to integrate material presented in earlier chapters
by presenting (in Chapter 7) a detailed explanation of two simple digital
computer logical designs.

The author is indebted to many organizations and individuals who have
advanced the digital computer field and whose work forms the reservoir
from which the material for this book was drawn. Many of these sources
are listed in the bibliographies. Reports and publications of the Massa-
chusetts Institute of Technology, John von Neumann and his colleagues
at the Princeton Institute for Advanced Study, the University of Illinois,
and the University of Manchester deserve special mention. If the principal
source of any important material has not been properly referenced, the
author invites this being called to his attention.

The author is grateful to the Northrop Corp. and Dr. Erik Ackerlind
for the opportunity to enter the digital computer field. Thanks are due
Lockheed Aircraft Corp., Hughes Aircraft Co., and Information Systems,
Inc., for furnishing typing assistance, Mrs. Barbara Fine for typing the
final manuscript, and the Aerospace Corp. for assistance on the subject
index. Acknowledgment is due Mr. Geoffrey Post for his encouragement
while the author was at Information Systems, Inc.

It is a pleasure to acknowledge valuable aid from the following indi-
viduals, who read and constructively criticized final page proofs: Chapter 3,
William Shooman, System Development Corp.; Chapter 4 (transistor
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circuits) and Chapter 5 ( magnetic surface recording techniques ), Marvin G.
Ettinghoff, Librascope, Inc.; Chapter 5 (magnetic core memories), Milton
Rosenberg, Electronic Memories, Inc.; Chapter 6, Dr. John M. Salzer,
Space Technology Laboratories.

The list of acknowledgments would be incomplete without mention of
my family’s understanding and forbearance during the period of prepa-
ration of this book.

EpwaArRD Louis BRAUN
March 1963



1. Introduction

1.1. Uses of Number

The subject matter of this book is the stored program digital computer.
We will consider its fundamental nature, ways of describing its logical
organization, various means of mechanization, and principles and tech-
niques useful in its synthesis and utilization. Since these machines ac-
complish their function by means of operations on numerically coded
information, some preliminary discussion is in order on the subject of
numbers. We will consider briefly the nature of numbers, certain symbols
and notations used to represent them, and a description of mechanical
and/or electronic means for representing numbers and operating on them.

Numerical symbols may be used for various purposes. Sometimes they
are used merely as labels to distinguish one of a set of objects from the
others. In other words, they can be used as names or symbols for objects.
They are convenient to use as names of persons or things because they
provide an inexhaustible supply of such names.

Ordinarily, one associates a definite order among numerals (or groups
of numerals). Often, numerals are used for this characteristic alone, as
in assigning them to houses on a street. The function of a street address is
not to indicate how many houses there are on a street, but to indicate a
particular house’s position relative to other houses on the street, i.e., its
order. The use of numerals to indicate the number of items in a set will
be discussed in Section 1.2.

1.2. Counting

Before considering how numbers came to be associated with the process
of counting, it is well to emphasize the distinction between ordinal and
cardinal numbers since, in common usage, the word number alone may
refer to either. When numbers are used solely for an order property that
has been defined previously for them, they are called ordinal numbers (or
ordinals)—for example, numbers indicating relative locations or points
in time. Numbers used to designate the manyness of a set of things are
called cardinal numbers (or cardinals). As mentioned in Section 1.1,
numerals can be used merely as convenient tags or symbols to distinguish
objects from one another. In this case, the numerals are used neither to
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2 1. INTRODUCTION

convey the property of ordinality nor cardinality. Within a computer, num-
bers may be used in any of these ways. An important property of all
numerical symbols is that mathematical and logical operations can be
performed on them to serve various useful purposes.

A fundamental numerical operation is that of determining whether the
number of elements in one set is equal to, greater than or less than the
number of elements in another set. An obvious procedure is to pair off an
element in one set with an element of the other set, at the same time re-
moving each element from its set, and to continue this process until one
or the other set is depleted. For this process to be generally useful for
enumerating elements in a set, it is necessary that one have available a
standard set of sets. The smallest of these subsets will contain only one
element, and the entire set of subsets may be built up from it simply by
the addition of one element at a time. The idea of using a standard set of
sets, formed from some easily transportable objects, resulted in a great
convenience since it meant that one could determine the relative magnitude
of two sets of objects and, also, the number of elements in each set
without bringing the sets in proximity. Since each subset is included in the
next larger subset of the set, the total number of elements to be provided
did not have to exceed the largest set which might have to be enumerated.
The most convenient set of elements at primitive man’s disposal was the
set comprised of his fingers (and toes), and it was only natural for him to
use them (therein lies the origin of the quinary, bi-quinary and decimal
number systems). As the need to enumerate larger sets developed, sets of
small pebbles or beads (also easily transportable) came into use. At a later
time, a symbol (or group of symbols) was assigned to each subset of the
set. Then, the manyness of sets could be indicated conveniently in terms
of these symbols. Finally, this led to the process of ordering the symbols in
accordance with the manyness of the sets they represented, and to our
present day convention in which we count by introducing the name of the
symbol for the next larger set in a standard sequence each time the present
set is augmented by “1.” This same type of procedure allows us to count
from any initially specified location in a sequence, to count backwards as
well as forwards and, also, to count by multiple as well as single increments.

1.3. Numerical Symbols

Early man represented a single element by a mark like | or —, both
because of their similarity to an extended finger and because they were
easy to inscribe with a stick or other pointed instrument. Two elements
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were represented by | | or —_. From the former is seen the origin of the
Roman numeral II. The latter when written quickly, without removing
the instrument from the writing surface, would appear as Z, and is the
origin of 2. Similarly = becomes 3. The reasons for the choice of the
other numerals are not so apparent, and need not be discussed here.

A major step forward in the representation of a collection of elements
came with the use of special symbols to represent large collections of
elements. For example, the Romans used V for five, X for ten, L for
fifty, C for one hundred, D for five hundred, M for one thousand, etc.
Even so, the representation of large numbers was cumbersome compared
to present day notation. For example 3738 would be expressed as
MMMDCCXXXVIIIL. Nevertheless, Roman numerals were retained in
commercial accounting until the eighteenth century. One reason for their
continued use was that they made addition and subtraction easier for those
with little or no mathematical training. This was because they allowed
these operations to be performed by a process more akin, on the surface,
to counting than is addition (or subtraction) of modern numerals. Con-
sider, for example, the addition of 854 to 3738

3738 MMMDCCXXXVIII
854 DCCCL IIII
4592 MMMMDLXXXXII

To obtain the sum in Roman numerals, one need only know that the
sum of any number (from one through four) of the Roman numerals I,
X, C, M, etc. was represented simply by writing each symbol in the sum
a number of times equal to the frequency with which it appeared in the
addends. The only other rules, which achieve a more compact notation,
arethat I + I=V, V+ V=X, XXXX+X=L, L+L =C,
CCCC + C = D, etc. Contrast this simple process of accumulating like
symbols with modern decimal addition which requires memorization of
the decimal addition table as well as knowing when sums or borrows are
generated and their disposition.

1.4. Fundamentals of Computing Aids

The first significant mechanical aid to computing, the abacus, was
invented in ancient times and is widely used in many parts of the world
even today. It consists of an array of similar physical elements, each of
which represents a count whose magnitude is determined by the row and
column coordinates of the element’s position. These physical elements
are in the shape of beads, referred to by the Romans as calculi (the
origin of the terms calculus, calculate, etc.). Each column is divided in
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two by a crosspiece. There may be one or two beads above the crosspiece,
and four or five below it. Each upper bead defines a count equal to that
of five beads below the crosspiece in the same column. Both upper and
lower beads within a column are free to move along the column. In the
column on the extreme right each lower bead represents one. In the next
column each lower bead represents ten. As one proceeds to the left, the
value assigned to the beads in any column is ten times that assigned
to the beads in the adjacent column on the right. A number is set into the
abacus by pushing beads up to the crosspiece.

The abacus provided a speed advantage for addition or subtraction
compared to the manipulation of written Roman numerals, due to the
fact that beads could be moved about in less time than it took to write
the operands and result in Roman numerals. Another reason for its use
was that it provided a cheap means of temporary storage of information.
Numbers could be readily inserted and erased simply by movement of the
beads. Parchment and ink were not readily available, expensive, and
therefore practical only for permanent records, documents, etc. Another
cheap means of temporary storage that was used consisted of a board
covered with a thin coat of wax. Marks could be scratched into the wax
and erased by resmoothing the wax. However, this was a slow and tedious
process. It was not until slates, blackboards, and paper came into common
use just a few centuries ago that the abacus and similar devices known
as counting boards were replaced in Europe.

In the abacus, an important concept appears whose significance was
not appreciated until many centuries later. We refer to the idea of a
positional notation, i.e., one where the value represented by a particular
symbol is a function of where the symbol appears in a group. In the
abacus, there is only one symbol, namely a bead, and these beads repre-
sent different magnitudes in accordance with their positions. The inter-
pretation of a symbol according to its position is characteristic of modern
numerical representation and one of its most important features. It makes
it unnecessary to create new symbols for successively larger counts. With
the positional notation, and its simple rule for going from one number to
the next larger one, any new number, as large as we please, may be
written from a basic small set of symbols. The number of symbols required
to represent any magnitude depends on how many symbols are used in
defining the basic set. In the decimal system, based on using the fingers for
counting, ten symbols, the numerals 0, 1, 2, 3, . . . 9 comprise the basic
set and the representation of a number such as

didirdig...dydsds...d

is really the shorthand notation for
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(di X 10%) + (dieg X 101) + ...+ (dy X 10°) + (d, X 10°2) +...

where each d may represent any of the ten symbols: 0, 1, 2, 3, ... 9.
For example, the representation 2943.0 implies: (2 X 1000) + (9 X 100)
+(4x10) + (3X 1)+ (0X.1) = 2943.0. A system of numerical rep-
resentation in which only two symbols are used is referred to as the binary
system. A representation of a number in the binary system, such as

by by 1bmo...bob1bo...b_,
is the shorthand notation for
(ba X 20) + (bpy X 21) + ...+ (b X 2°) + (b X 271) +...

where each b may represent either of the two symbols in the binary system:
0 or 1. Each of the symbols in a binary number is referred to as a bit
(for binary digit). A comparison of the decimal and binary representations
for numbers of magnitude from zero to ten is shown in Table 1.1. From
it, a disadvantage of the binary system for written notation is apparent,
namely the fact that the representation of a number requires, in general,
more symbols than does the decimal system.

TABLE 1.1.
Decimal Binary
0 0
1 1
2 10
3 11
4 100
5 101
6 110
7 111
8 1000
-9 1001
10 1010

All mechanical, electromechanical, and electronic digital computing
aids utilize the positional notation in the representation of numbers, for
it allows a number of any magnitude to be formed from a defined, small
set of symbols. This is of fundamental importance for the following
reasons. First of all, it allows a digital unit to be fabricated from a
relatively small number of standardized elements. Also, it is responsible
for the high precision attainable, for the precision may be increased
indefinitely simply by the use of more elements. For example, a common
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mechanical method of representing a digit is by means of a notched
wheel or disk which can be turned by a shaft through its center. At any
time, the disk is defined to represent one of the symbols 0, 1, 2, . . . 9,
depending on the disk’s angular displacement from an arbitrary reference.
To represent a number with, say, n digits, n similar disks are used. To
perform an addition, it is necessary to displace each disk by an amount
proportional to the value of the digit to be added to the order defined by
each disk. It is also necessary to intercouple the disks in such a manner
that when any disk passes from the 9 to the O state, a motion is imparted
to the disk in the next more significant position such that it passes from
state i to i + 1.

As a rule, mechanical and electromechanical computing aids used for
normal computational work employ the decimal system. This is because
it is a relatively simple matter to define and maintain ten distinct positions
of a rotary element. In electronic computing aids, where a number is
represented by such things as the amount of charge on a dielectric
material, the state of magnetization of a magnetic element, or the voltage
at some point in an electronic circuit, the use of the decimal system pro-
duces difficulties. These can all be attributed to the fact that it is difficult
to control the placement of an electrical element precisely into one of ten
stable states, and equally difficult to read the states of circuits to such
precision. Because of such practical difficulties, all electronic digital com-
puters are formed from binary elements, ie., switching and storage
devices which need assume only two distinguishable stable states. Hence,
use of the binary rather than the decimal system is dictated. This is
because two (or some power of two) is the most economical radix to
use with binary elements simply because all possible configurations of a
group of binary elements can then be utilized. The use of the binary
system presents no great difficulty, and there is no intrinsic reason why
one must use the decimal number system. One may choose any radix for
the base of a number system. The Babylonians used the sexagesimal
system (i.e., the base was 60, as opposed to 10 for the decimal), the
Mayans used the duodecimal system. Outside of psychological reasons,
stemming from its common use in all phases of human commerce, the
decimal system is not the best to use for computing.

Even though numbers are represented within a machine in the binary
number system, conversion between the two types of number systems
can take place at the inputs and outputs of a machine so that, as far as
the user is concerned, the machine operates in the decimal system. To
facilitate this conversion, the binary-coded decimal system (see Chapter 6)
may be used in the internal storage elements of a computer as well as in
its input and output equipment.
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1.5. Quantization

Media used for the recording of information are usually capable of
responding to a continuous range of input signal intensity, from the so-
called threshold level to the saturation level. For example, information
can be represented on magnetic tape by the intensity of magnetization
of specified areas on the tape, and this intensity is determined, over the
threshold to saturation range, by the magnitude of current applied to a
recording head. A measure of the amount of information stored in any
one area is given by the total number of levels of magnetization that can
be recorded and sensed. Ideally, it would be desirable to store a large
amount of data with a minimum amount of storage media. However, in
practice a compromise must be made in order to reduce the probable
error in interpreting the recorded information when sensed at some later
time. Use of quantization in the recording and sensing processes allows
one to trade efficiency of storage for a greater probability of correct
interpretation of the data.

+ Quantized
T function
2-.—
[-3]
Q1
K]
c
ST
2
O 4
N
=+
o
=)
c — 4
o H 1

Fi6. 1.1. Quantization of a function

The nature of the quantizing process is shown in Fig. 1.1. Note, first
of all, that the range of values of the function is divided, on some basis,
into a number of smaller subranges. The values selected to define the
subranges are called levels of quantization. One way of quantizing a
function is to replace its value by the value of the nearest level of
quantization whenever it passes the halfway point between two levels,
the value of the quantized function remaining constant between such occur-
rences. However, in practice, and as shown in Fig. 1.1, the quantization
process is usually associated with a fixed period sampling process wherein
the original function is inspected at times tos 1, 22 . . . and its value replaced
by that of the closest level of quantization at these times. In a synchronous
digital computer, the instants of time, ¢, would be specified by a timing
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source referred to as a clock (see Chapter 3). Often one uses a quantizing
process without realizing it as, for example, when reading a dial, gauge,
or scale to the nearest unit.

The way in which quantization can be employed to reduce the prob-
ability of misinterpreting stored data will now be described. For the pur-
pose of illustration, consider again a magnetic storage medium. For each
state of magnetization of the medium, there is a finite probability that an
accidental event will cause a transition to some other state of magnetiza-
tion. Of course, the greater the separation between two states the less the
probability that an accident will occur to cause the transition from one
state to the other. Accordingly, the difference between levels of quantiza-
tion can be defined in such a way that the probability of a signal on one
level being mistaken for that on an adjacent level is less than a specified
amount. An ideal, absolutely stable state of a storage medium exists only
if a perfect switching action is involved, i.e., if an impulse of energy is
required for a transition between two states, and only in this case could
the probability of misinterpreting stored data be reduced to an absolute
minimum. In practice this situation is adequately approximated by choos-
ing levels sufficiently far apart that a large amplitude signal is required to
switch the storage element from one level to the other. The passive storage
elements used in all contemporary electronic digital computers are referred
to as binary elements because of this type of arrangement. Bounds are
specified about each level within which the sensing device reports the
same value. This is done so that variations from the specified levels, due
either to small irregularities in the medium or small transitions that may
have occurred, are not sensed. Two advantages of the binary quantizing
process are apparent. It allows for exactness and for reproducibility of
results. Binary quantization reduces the problems associated with measur-
ing physical parameters to a simple determination of the presence of signals
near the threshold and saturation levels. Thus, the uncertainties entering
into measurement are replaced by the relative certainty of detection of a
large amplitude signal. Binary quantized data can be processed with
relative immunity to the compounding of small errors that occurs in a
nonquantized data system. In a binary system the end result of a series
of operations will always be the same no matter how many times it is
repeated. This is an especially important factor in the processing of
commercial data where money and other items must be accounted for,
ot to within some tolerance of error, but to a precise figure.

Of course, for an increased efficiency of storage multilevel storage
devices could be used if the additional levels could be recorded and
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sensed without an objectionable increase in the probability of error of
interpretation.

1.6. The Evolution of Computing Aids

It is only natural to expect that means for representing and processing
information would be influenced by the technological level of each age.
We have already observed that man first counted by means of his fingers,
and later used line segments to represent elements in a collection. In early
forms of the abacus, developed over 5000 years ago, a number was rep-
resented by the pattern in which a set of pebbles was arranged. Later the
abacus evolved to its present form which differs principally in that beads
are threaded on wires or thin rods that define the columns and the whole
is enclosed in a frame. There were no significant new developments in
computing aids until the seventeenth century. Then in 1642, the first
desk calculator was invented by Blaise Pascal. It could perform addition
and subtraction, and its operation was based on the use of toothed wheels.
Leibnitz designed the so-called stepped wheel, and improved upon Pascal’s
machine by devising a means of multiplication by repeated addition. A
machine with this feature was completed in 1694, but suffered from
mechanical imperfections. Further improvement on Pascal’s machine was
made by Thomas de Colmar who, in 1820, produced the first successful
machine for multiplication. In 1878, the Swedish engineer Odhner, invented
the pin-wheel method of adding numbers from one to nine. His patents
were subsequently incorporated in the Brunswiga hand calculating ma-
chines. The first successful key driven adding machine, the Comptometer,
was developed in 1887 by D. E. Felt. After this time, a number of signifi-
cant improvements were added by new designs as well as additions to old
ones. Single operation multiplication was introduced by Leon Bollée in
1888. In 1889, a printing feature was added to the Comptometer. After
1910, electric drive motors were added to mechanical calculators. This
allowed more complex circuits to be used, since keys or light parts of the
machinc’s internal mechanism could be used to actuate control switches.

In the era of the Industrial Revolution, the idea of mechanical auto-
mata achieved a marked popularity, and many ingenious mechanical
devices were developed which, upon being actuated would follow a
prescribed set of motions. Two relatively important devices were developed
at this time to control the motions of two quite different mechanisms.
From them have evolved two input-output media widely used with present
electronic digital computers, and which in their present form are basically
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similar. One of these devices was a metallic disk or cylinder upon which
bumps were placed at designated points to control the times at which
different notes were struck in a music box. From it were developed player
piano rolls and various types of punched paper tape, most notably those
used to control teletype equipment. The other was the Jacquard card,
used to control the weaving of patterns into cloth. It served as a model
for the development of the Hollerith punched card. The holes in these
cards are sensed by electric circuits connected to metal brushes that
make contact through the holes. The punched card, on which a number
is represented by a pattern of punched holes, was not conceptually an
advance over the abacus. However, it afforded the first significant practical
means of semiautomatic data processing. Its importance was derived
from the many special types of electromechanical units that could be,
and were devised for the rapid sorting, interpretation, and manipulation
of data on cards. By 1945, punched card machines were in widespread
use throughout the world for the tabulating, sorting, and analysis of data
for accounting and statistical purposes.

Another important ' contribution, current with the development of
punched card machines, was the development of relays for controlling
complex telephone switching networks. These switching systems showed
that it was possible to perform complicated logical operations with relays,
and to obtain reliable operation by self-checking techniques. In 1938,
Stibitz developed, at the Bell Telephone Laboratories, a relay computer
capable of addition, subtraction, multiplication, or division of complex
numbers and which could be remotely controlled. In subsequent relay
computers a self-checking code was introduced to detect a malfunction in
the transmission of numbers. Subsequently, other relay computers were
developed at the Bell Telephone Laboratories. These machines and the
Harvard Mark I Calculator, developed jointly by IBM and Harvard
University, were the pioneer efforts in relay computers. The latter machine
was the first large scale general purpose digital computer to be completed
(1944). Punched cards were used as the input and main storage medium,
and relays were used for the arithmetic unit. About the same time, the
first electronic digital computer was built. This machine, termed the
ENIAC (Electronic Numerical Integrator And Calculator), was developed
by the Moore School of Engineering at the University of Pennsylvania. It
contained about 18,000 vacuum tubes. The last decade has seen the rapid
development of the stored program electronic digital computer. This type
of machine has wide application because it can perform many types of
information processing operations at high speed and without human inter-
vention, once a suitable program of instructions has been entered into it.
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Although the state of development of commercially available digital
computers was quite limited up to the time of World War II, the concept
of a stored program automatic digital computer had been worked out by
Charles Babbage .in about 1833 in his design for an “Analytical Engine.”
The plan of this machine called for 50 digit numbers and a storage
capacity of 1000 numbers, and it was intended that Jacquard cards be
used in two ways. So-called “operation cards” were to be used to convey
instructions to the arithmetic unit, and ‘“variable cards” to specify the
locations in storage from which two operands were to be taken and the
result of a computation stored. The plans called for punching the output
data on cards, for the purpose of having them available for future com-
putation. Also, there was to be a device for printing results directly and a
means for producing stereotype molds to be used for printing additional
copies. Babbage’s writings show that he was aware that the same language
could be used for numbers and instructions, and that the machine could
be made to modify its own program in accordance with the results of
computations.

1.7. The Representation of Numbers in an Electronic
Digital Computer

We have seen that in a mechanical digital computer, a number is
represented by discrete positions of a shaft and numerical information is
transmitted between these elements by the coupling of discrete rotary
motion. In an electronic digital computer, a number is commonly repre-
sented in binary form by the current state of a set of storage elements
each of which is capable of, and restricted to, assuming two stable output
voltage levels. Information is transmitted between these elements either
serially in the form of voltage pulse trains on a single information channel,
or in parallel by the signals currently present on each of a set of informa-
tion channels. Each of the pulses in a train may represent a single incre-
ment (corresponding to counting), or a set of pulses beginning and ending
at defined positions in time may represent a number in some binary coded
form (corresponding to a positional notation). The former representation
may be termed a unitary weighted pulse train, and the latter a binary
coded pulse train. Both types of serial representation are shown in Fig. 1.2.
In the binary coded pulse train, the first bit of the train to appear repre-
sents the least significant bit of the number. This is for reasons associated
with the computation processes. Since the electrical waveform convention
is that time flows from left to right, the order of digits in a number so
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represented will be reversed from the order of digits in the conventional
written notation.*

(o LII0000ANN

(b) nn0onn

’0 ’l ’2 . » N /9
Fic. 1.2. Serial representation of a number by a pulse train
(a) Unitary weighted pulse train: the ten pulses
represent ten unit increments
(b) Binary coded pulse train: The presence of a
pulse at time ¢, represents an increment of 24,
The number shown is 23 4 25 4 27 428 =
424.

The parallel representation of a number within a computer is always
in a binary coded form where different weights are assigned to the different
channels in a group. Figure 1.3 illustrates how a four bit number would
appear in a parallel representation. At each time, #;, there may or may not

20 0
2| ﬂ
2 nnf

23 [l
bhte

Fi1c. 1.3. Parallel representation of a number
N = by20+b;214b,22+b;23 whereb, = 1 or 0
Atty, N=13;t, N=6;1, N=5

be a pulse on each of the lines. Each line has an assigned weight as
shown, and the value of the number, N, appearing at any time is the
weighted sum of the pulses on all the lines. An important distinction
between serial and parallel weighted numerical representation is that in the

*Our numerical symbols were introduced from India by the Arabs who read from

right to left. When introduced into English, the matter of reversing the order of a
group of numerals to conform to our reading convention was overlooked. However,
in reading it is not inconvenient to read the higher orders of a number first, for
it is the complete configuration that conveys the value.
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former case different weights are assigned to different time positions, i.e.,
the weight of a pulse is determined by the relative time of its appearance
at a given point, while in the latter case different weights are assigned to
different physical locations.

Since there may be either positive or negative pulses on a line, a choice
may be made as to how to represent 0’s and 1’s. For example, a positive
pulse may be chosen to represent 1, and a negative pulse to represent 0,
or vice versa. When it is desirable to use pulses of only one polarity, the
presence of a pulse may be used to represent 1 and the absence of a pulse
0, or vice versa. If a unitary weighted pulse train represents information
that has been generated asynchronously, then a single line may be used
for transmitting either positive or negative increments, but not both. To
provide for both, two lines must be used, the presence of pulses on one
line representing positive increments and the presence of pulses on the
other representing negative increments. Either positive or negative pulses
may be used to represent increments on either line, as shown in Fig. 1.4.
The choice will depend on the characteristics of circuit elements. Schemes
(a) and (b) are most commonly used.

00 00n
Line| i gl

Line2 n n U U U U H ”

(a) (b) (c) (d)

Fic. 1.4. Asynchronous unitary weighted pulse trains

The use of a numerical biasing technique permits the use of a single
line to transmit unitary weighted information of both positive and nega-
tive sign if the information appears synchronously. Using this technique,
the presence of a pulse on the line at any time defined by the timing
source indicates a positive increment while the absence of a pulse indicates
a negative increment. This technique depends on generating a train of
alternate 1’s and 0’s in a system in the absence of positive or negative
increments. This type of information transmission is sometimes referred
to as binary information transfer, while the method described in the
preceding paragraph is termed ternary transfer.

In a binary coded pulse train, a single line is always sufficient for the
representation of positive or negative numbers. The sign of the number
is indicated by the presence or absence of a pulse in a position reserved
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for sign identification. The number may be represented either as an absolute
value plus sign, or a complementary system may be used to represent
negative numbers. (See Chapter 6.)

1.8. Arithmetic Processes in Digital Computers

A considerable amount of space in the text is devoted to a description
of different ways of performing the commonly encountered operations of
counting, addition, subtraction, multiplication, and division in a digital
computer. Since these operations are apparently so simple when per-
formed in our heads or with pencil and paper, some words of explanation
may be in order. First of all, the characteristics of different physical ele-
ments used to perform these operations must be considered. A procedure
suitable when using one type of element may not be suitable when using
another. Also, certain logical formulations of these processes may be more
economical equipment-wise than others. Finally, a vast number of dif-
terent types of serial, parallel, and serial-parallel, i.e., semiparallel, opera-
tion is possible, some more suitable with particular physical elements than
others. The average person, in performing computations, functions in a
serial manner, i.e., he performs one operation at a time as, for example, in
adding where he adds one column and produces one digit of the sum at
a time. Since he can only write one digit at a time his serial arithmetic
operations are adequate. However, within a digital computer, it is possible
to incorporate control circuits that cause all digits of the addend and
augend to be sensed simultaneously. The sum can then be recorded in
far less time than required by serial arithmetic operation. The purpose of
all parallel arithmetic operation is to decrease the time required for
computation. This is paid for by an increased amount and complexity
of equipment. When serial operation is not fast enough, and parallel
operation is too expensive, a compromise may be made with serial-parallel
procedures.

1.9. Redundancy

Let us return again to the subject of numerical representation used by
the Romans. Not only were different symbols used for different orders,
e.g., X for 10, C for 100, etc., but these symbols were written by con-
vention in an ordered relation. For example, 2153 was written as
MMCLIII, not as, say CLMMIII, LCIIIMM, etc. However, if one were
to come upon one of the latter representations, he could still interpret
it correctly. The Romans, though fond of order, did not appreciate the
fact that placing symbols, by convention, in an ordered relation makes it
unnecessary to have different symbols for different orders. Consequently,
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the Roman notation had a redundancy which is not present in modern
positional notation. As a rule, redundancy is a measure of how efliciently
a particular set of symbols or type of notation conveys information. (In
Chapter 9 the subject of redundancy is considered in relation to error
detection and correction). The use of a positional notation allows a small
set of symbols to be adequate for representing any magnitude, and a proper
choice of radix (the number of different symbols) allows large magnitudes
to be represented by a reasonable number of symbols.

It is not unusual for primitive notations to exhibit redundancies. The
same can be said for initial designs of new equipment. In an “idealized”
type of world where no unintentional disturbances, i.e., accidents, were
possible, and everything always functioned as designed, redundancy would
serve no purpose. However, in reality it often proves useful as a means
of reducing or eliminating the detrimental effect of an accident. How this
can be done will be discussed, for certain types of failures, in Chapter 9.
Here we only wish to point out that once the logical requirements of a
piece of equipment such as a digital computer are better understood,
redundancy may be minimized for the sake of economy. However, even
then one may find it desirable to incorporate certain intentional redundan-
cies for the sake of improving the reliability of performance of a system
composed of nonideal physical elements.

1.10. Computer Applications

Human progress is dependent on efficient means for the processing
of information, as an aid to the creative processes of thought. Simply for
the purpose of drawing an analogy, we will consider first certain functional
similarities between information processing by humans and machines.

When an individual is confronted with a problem, he may call upon
intuition, learning, and experience to solve that problem. All of these
terms refer to the fact that he has available inherited and acquired infor-
mation pertinent to the solution of specific problems. This information is
stored (in ways as yet undetermined) in his memory. This memory is of
sufficient capacity to store vast amounts of information pertinent to the
solution of specific problems, and there are mechanisms for integrating
various sections of this stored data in a manner appropriate to the
solution of new and more complex problems. It will be shown in Chapter 2
that before a digital computer can produce the solution to a specific
problem, it, too, must be furnished with information—in the form of a
program which describes a specific sequence of operations to be per-
formed. If a computer is to be able to solve different problems, it must
be furnished with appropriate programs. These are stored in its memory,
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referred to as the store, to which access may be gained by means of a
control unit.

Though a stored program digital computer is conceptually a simple
device, its high rate of operation and facility for arithmetic and logical
operations, coupled with the ingenuity of its users, make it of great utility.
Outside of their importance to many specific areas (delineated below) such
machines are contributing materially to the acquisition of knowledge by
processing vast amounts of data and performing computations to check
new theories. An important indirect benefit they provide is the introduction
of improved procedures and terminology to areas previously limited in
their use of systematic mathematical and logical formulations.

Application of digital computer technology to more fields of human
endeavor is increasing rapidly. In the business world, digital computers
facilitate and accelerate the extensive routine data processing vital to daily
commerce, e.g., processing of credit transaction data, customer billing,
inventory control and various accounting operations. Information proc-
essors are essential to the military in many areas, e.g., in military intelli-
gence data processing, early warning systems, command and control
systems; for automatic navigation of ships, aircraft and space vehicles,
automatic control of weapons systems, automatic checkout of complex
electronic systems prior to use. Computers can be used in industrial auto-
mation for data refinement and assimilation, scanning of instrumentation
for detection of alarm conditions, automatic data logging, evaluation of
plant performance and control of machines, plants and processes. Com-
puters can be used in factories to improve record keeping and scheduling
of production. They can be applied to the regulation of traffic, e.g., 1)
aircraft, train, steamship and freeway traffic, 2) messages to be routed
through complex communications networks (such as satellite relay sys-
tems), 3) commodities like natural gas and oil, whose flow through
hundreds of miles of pipeline distribution systems must be economically
controlled. Application to management problems, whether in industrial,
governmental or military areas, will be extensive because the amount of
data upon which decisions must be based is increasing while the time
available for decision making is decreasing. Some interesting applications
on the horizon are: 1) teaching machines for efficient, automatic factual
instruction, 2) machines to aid medical diagnosis, 3) large scale informa-
tion storage and retrieval systems.

One of the most intriguing areas of investigation is the application of
artificial intelligence systems* to problems which, though well defined, are
too difficult for complete analysis. Obtaining a solution to some of these

*For a lucid survey of this subject see M. Minsky [1961] Steps toward artificial intelli-
gence, Proc. IRE, 49, 8-30.
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problems by an exhaustive search and test of all possibilities would require
an unattainable amount of time even with the fastest machines. Therefore,
various techniques are being investigated to produce computer programs
that limit the search to manageable proportions. For example, there are:
1) pattern recognition programs which, by extracting significant features
from a totality containing much that is irrelevant, classify problems into
categories for which specific problem solving procedures may be prescribed,
2) learning programs which generalize on accumulated experience, 3)
planning and administrative procedures for attacking the over-all problem
and its interrelated parts, 4) inductive methods which, given a model of a
universe, can generate useful predictions for it. All of these higher level
information processors are based on externally observable features of
schemes by which men attack new problems.

A mental process important to creativity is that by which relations
between events are recognized, stored and new information being associated
and integrated to form new ideas. This is usually on a gross level at first,
but with continued refinement can lead to a useful model or set of laws
which state these relationships in a quantitative manner. No one has yet
brought forth a means by which a computer could create a useful new con-
cept. Even if a machine could generate new theories, say by some statistical
process of connecting various facts and testing them for consistency, it
would still lack criteria for selecting meaningful ones unless well defined
abstract and/or physical goals were implanted by a program (realization of
a physical goal requiring interconnection between the computer and ap-
propriate actuators).

Application of digital computers to higher level types of information
processing has brought remewed speculation on whether machines can
be made to think (reminiscent of earlier descriptions of digital computers
as electronic brains). This speculation is meaningless since “thought” has
never been adequately defined and serves merely as a label for a complex
of mental processes whose mechanisms are not understood. The term
“artificial intelligence” simply refers to higher level information processing
performed by machines which have been furnished with heuristic and /or
algorithmic devices for solving problems. This extension of man’s intellect
does not degrade his dignity, as some suggest, but is a further expression of
his mental powers.

In case you are chagrined by the suggestion of being only an intelligent
machine we submit an observation from Karl Jasper’s The Future of Man-
kind (translated by E.B. Ashton, University of Chicago Press, 1961):
“Intelligence alone loses sight of final ends, of life itself, of the totality of
conditions of life in the pursuit of particular realizable goals. Something
more must control as well as animate mere intelligence.”



2. The Nature of Automatic Computation

2.1. Elements of Information Processing Systems and Types of
Digital Computers

Before discussing the structure and techniques for utilization of digital
computers, a few words may be in order concerning information processing
systems in general. The term, information processing system, is used here
to include all systems containing the following elements. (1) Sources of
information from which data is obtained. (2) Transmission links which
convey the source data to a central processor and from there to locations
of end use. (3) The central processor which applies elementary and/or
complex transformations to the original data to obtain a final set of data
in a desired form. (4) Output terminals for the processed data, including
cathode ray tubes or other visual displays, printers, recorders, and input
signals to actuators in control systems.

Information Central g'Splcés
sources processor ecoraers
Signals to actuators
Transmission Transmission
links links

Fic. 2.1. Elements of an information processing system

The elements of an information processing system are shown in Fig.
2.1. Many devices and methods have been developed for the purpose of
accomplishing each of the specialized functions:

(1) Information collecting devices: instruments for sensing pressure,
temperature, electromagnetic radiation, fluid flow; composition analyzers;
radars; human beings; etc.

(2) Transmission links: phone, teletype, coaxial lines, radio, vehicular
transportation, human beings, etc.

(3) Central processors: desk calculators, sequencing devices (or pro-
grammers), coding devices, electronic digital computers, regulators, ana-
log computers, human beings, etc. A central processor may perform one
or more of the following types of operations on input data: arithmetic,

18
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logical transformations, sorting and classification, conversion from one
type of code or numerical representation to another, storing, sequencing.

(4) Output terminals: For scientific, engineering, or business studies,
the outputs of a digital computer are usually graphs or printed data. For
commercial applications such as billing of notices to customers, or payroll
computations, the output is in printed form. In control applications, e.g.,
in industrial process control systems, or airborne navigation, flight manage-
ment, and weapons control systems, a number of simple monitoring dis-
plays are provided in addition to the electrical signals generated for con-
trolling the operation of various actuators within a regulator or servo
system. In other control applications, e.g., tactical data systems for proc-
essing radar, logistics, and intelligence information, or air traffic control
systems, input signals to various actuators must also be provided, but
the major emphasis is on a large number of displays, including cathode ray
tubes, display counters, and yes-no indicators, to inform responsible per-
sonnel of the various aspects of a situation as it develops.

When a “general purpose” digital computer, or GP machine, is referred
to, a central processor is implied that is capable of any of the operations
listed under item (3). A few words are in order concerning the term
“general purpose” computer. Unfortunately, it often leads to confusion or
awkward types of descriptions. This tag became affixed to the first large
electronic digital computers. It arose because of the flexibility of these
computers in solving many different types of problems. This flexibility
derives from two principal sources. First, these machines are capable of
executing a large number of different elementary operations, from which
more complex operations can be obtained by combining the clementary
ones. Second, the manner in which elementary operations are to be com-
bined for the solution of a specific problem is specified by a sequence of
coded instructions, termed a program, which is inserted in the computer’s
central memory known, too, as the main or central store, and which con-
trols the execution of a problem. Different programs are inserted for the
solution of different problems.

At a later date, similar computers were designed for specific applica-
tions. This allowed simplifications to be made, since only a single fixed
program had to be provided for. However, the tag “general purpose” had
already been assigned to this class of equipment, and therefore machines
designed for a special function were termed fixed program GP machines.

Another class of machines was devised primarily for the purpose of
solving differential equations. Its chief difference from the GP is that only
single bits, i.e., increments of information rather than whole numbers,
are transferred on its internal communication lines. This type of machine
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is referred to as a digital differential analyzer, or DDA. It can be used
to solve any of a number of different types of algebraic as well as dif-
ferential equations, and, in this sense, is a general purpose computer.
Most DDA’s in use are of the fixed program type, designed for incorpora-
tion, separately or in conjunction with a GP machine (the two usually
sharing a large capacity memory), into a control system. In this case, only a
particular set of equations has to be solved, subject to different initial
conditions and forcing functions.

To conclude, if a particular machine is designated as a special purpose
or general purpose type, it is not always clear whether reference is being
made to a GP machine or a DDA. One way out of this confusion is to
refer to one type of machine as an absolute, arithmetic, or integral transfer
computer and the other as an incremental or incremental analyzer, or
incremental transfer type of computer. The additional classification of
“general” or “special” purpose is made according to whether the machine
has a variable or fixed program.

2.2. The Nature of Automatic Computation

Our purpose here is to demonstrate the simplicity of the concepts
involved in the design of a general purpose arithmetic digital computer.
First of all, it must be emphasized that a computer cannot perform any
mathematical or logical operation beyond the capability of a suitably
trained human being. Its great utility is derived from the high speed
capability of the electronic circuits used to perform arithmetic and logical
operations and other functions. There are descriptions of such circuits in
Chapters 4, and 5. At this point, we will consider the fundamental
nature of computational processes* performed by human beings, and
how these processes may be simulated by an automatic computer.

Consider first how a human being with only pencil and paper performs
a computation. Suppose, for example, that he wishes to determine how
much money he has spent during the previous weeks. He has several bills,
each of which has some amount of money specified on it. These bills can
be considered as storage devices because they retain information, making
it available when needed. To produce the sum total, he would most likely
list the amounts of the individual bills on a piece of paper, and then pro-
ceed to find the sum. The following different types of elements entered
into the operations described:

*Since these processes were evolved to facilitate computation by human beings, they
may not necessarily be the best methods for computers. It may develop that
specialized methods of computation will evolve, and eventually change our present
day techniques of mathematical education.
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(1) An input element: The pencil, controlled by the human being,
which effected the transfer of the individual pieces of information from
several places (the individual bills) to a single place (the tally sheet)
where the required summation could be performed.

(2) Storage elements. Permanent: The bills which retain information
and make it available when needed. Temporary: The tally sheet. After
the sum is obtained the information on this sheet of paper may be erased,
if required for no additional purpose.

(3) Arithmetic element: Certain parts of the brain which are capable
of performing the operation of addition. The inputs to the brain’s arith-
metic section are derived via visual signals received from the pencil marks
on the paper.

(4) Output element: The pencil, by means of which the human being
records the answer on the sheet of paper.

(5) Control element: The control element controls the flow of infor-
mation between the other elements. In this case it is the human being who
determines from where information is to be accepted, what types of opera-
tion to perform, and where processed information (the answer) is to be
stored.

Arithmetic Control Storage
T ] 1 i k]

Fic. 2.2. Interrelation of elements in a digital computing system

The interrelation of the various elements is shown in Fig. 2.2. In our
example, the data transmission lines shown in Fig. 2.2 are of two types.
Information is transmitted from the paper to the eye via light rays, and
from the eye to the brain via electrical signals propagated along a nerve
bundle. It is transmitted from the brain to the paper via electrical signals
which cause the fingers of the hand to move a writing instrument so that
it forms the desired characters.

Certain variants of the operations described are possible. For example,
the use of pencil and paper as input—output and temporary storage ele-
ments may be eliminated. Information from the bills may be sent to
temporary storage positions in the brain, the computation performed in
the brain’s arithmetic elements, and the final answer stored in other storage
elements of the brain. However, not many people have developed the
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facility of performing a long sequence of arithmetic operations “in their
head” and therefore mechanical aids are utilized. An important aid is the
electromechanical desk calculator which permits long sequences of arith-
metic operations to be carried out in less time and with less fatigue for the
operator (consequently with less chance for error) than computation with
only pencil and paper.

The types of operational capabilities required of a general purpose
electronic digital computer will now be considered. An important point
to remember is that the function of performing arithmetic and logical
operations comprises only part of a computing system. Another important
function is the transfer of information from one locality to another. In
an average computation using a desk calculator an appreciable percentage
of time is spent in information transfer operations, e.g., transferring
information from original sources to data sheets, copying information
from data sheets into the calculator, copying intermediate results from
the calculator onto sheets of paper, preparing sheets of paper with the
final tabulated answers.

It becomes apparent that in order to increase the speed of a complete
computational process, it is necessary to increase the speed of the transfer
operations as well as that of the arithmetic operations. This implies the
elimination of the human operator once the computation is begun, for
he is the bottleneck. Clearly one gains very little by decreasing the time
required to perform an arithmetic operation from say, 1 sec to 1/100
sec, if at the end of each operation a human operator has to spend several
seconds copying information out of and inserting new information into
an arithmetic unit.

The utility of present electronic digital computers results not only
from their basic high speed of operation, but also from the fact that they
can perform without human intervention all the steps required in a com-
putation involving thousands of operations. This is possible because of
three distinct reasons. First of all, a method for solution of a given prob-
lem can be stated in terms of a relatively short program which lists all
the elemental arithmetic, logical, and transfer operations that are to be
performed in the course of solving a problem. This program is prevented
from becoming too long by the use of iterative problem-solving techniques
in which a sequence of operations is repeated until a desired result is
obtained. This makes it unnecessary to write new steps for each repetition
of the sequence. Instead, one merely writes the sequence and specifies
that it be repeated, with new initial conditions each time, until a desired
result is obtained, at which time an indication is provided by the machine.
Second, the control unit of the computer causes the individual steps of a
computation to be carried out as directed in the program. Third, the com-
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puter can execute conditional transfer instructions. This permits the opera-
tions in a subsequent iterative section of a program to be initiated without
human intervention upon the successful completion of a preceding iterative
section of a program.

The general types of instructions that a computer should be capable
of executing are:

(1) Combination transfer and arithmetic or logical instructions. These
instructions cause information from specified memory locations to be
brought to the arithmetic unit where operations such as the multiplication,
division, addition, subtraction, and comparison of two numbers are per-
formed. The result is left in the arithmetic unit at the end of an operation.

(2) Operations involving the arithmetic unit only with no reference
to the memory; e.g., shift instructions.

(3) Transfer instructions which cause a transfer of information from
one part of the computer, e.g., the memory or arithmetic unit, to one or
more other parts of the computer.

(4) Control transfer instructions. There are two major types of con-
trol transfer instructions. The unconditional transfer instruction transfers
control to an instruction out of sequence. The transfer may be to auxiliary
programs outside the main program or may serve to skip instructions in
a given sequence. This type of transfer does not involve the use of any
data not contained in the instruction itself. One conditional transfer or test
instruction operates as follows: If the number in the arithmetic unit (the
accumulator) is > 0, control will proceed to the next instruction in
sequence, but if the number is < 0, control will be shifted to the instruc-
tion located in the memory position specified by the conditional transfer
instructions (for some variants see Section 7.2).

(5) Instructions involving the transmission of information from the
input units and to the output units.

2.3. Computation by a Stored Program Digital Computer

The following discussion will show how automatic computation can
be achieved even by a computer capable of executing only a very few
simple instructions. Assume that the computer contains the following
elements (shown schematically in Fig. 2.3):

. — | I — ]
Instructions Numbers Accumulator  Control register
Main storage unit

Fic. 2.3. Principal storage units in a digital computer
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(1) A main storage unit which has adequate capacity to hold the
coded representations of the instructions in a program, as well as numbers
that must be stored, e.g., constants, initial values of problem parameters,
and numbers generated during the computation which must be stored
temporarily.

(2) An accumulator, which is a special storage register associated
with the arithmetic unit. It holds an operand in a form accessible to the
arithmetic unit, allowing certain operations to be performed on it. In
operations involving two operands, it holds one while the second is located
in the store and transmitted to the arithmetic unit. Also, it serves to store
a result until it can be transmitted elsewhere.

(3) A register called the control register whose contents indicate
from which location in the main storage to obtain the instruction to be
executed next.

Assume also that the computer can execute only seven different instruc-
tions. The nature of these instructions as well as mnemonic codes for them
are shown in Table 2.1.

TaBLE 2.1. Instruction repertory of a simple, hypothetical computer

Code Instruction

cAm Add the contents of storage location m to the cleared accumulator.

Am Add the contents of storage location m to the contents of the accumula-
tor, leaving the sum in the accumulator.

Sm Subtract the contents of storage location m from the contents of the

accumulator, leaving the difference in the accumulator.

Cm Copy the contents of the accumulator into storage location m.

Um Transfer the address m to the control register.

Tm Test (i.e., inspect) the sign of the number in the accumulator. If the

number is negative transfer the address m to the control register. If the
number is zero or positive do nothing.
STOP Go into an idle state.

The code used to represent an instruction consists basically of two
parts: 1) an operation field in which is placed a code symbol for a speci-
fied operation, 2) an address field in which appears a number whose
meaning depends on the operation. In the one-address type of machine
described here (see Section 7.5.4 for a description of multi-address in-
structions) the number in the address field of certain instructions (for
example, cAm, Am, Sm and Cm) indicates a storage location whose
contents are to be transmitted elsewhere or altered; in transfer of control
instructions (for example, Um, T m) the number in the address field
indicates an address to which control will or may be transferred; in a binary
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shift instruction it indicates the number of binary places to be shifted.
The list of instructions in Section 7.2 indicates other uses to which the
address field may be applied. Because failure to distinguish between an
address and data stored at that address can be a major source of difficulty
in writing and understanding programs, sometimes parentheses are placed
about the number in the address field to emphasize that the contents of the
designated location are being referred to. However, in this text paren-
theses will not be used in the instruction codes.

The sToP instruction defined in Table 2.1 implies that the computer
is capable of being in either an active or idle state, and that external means
are provided for placing the computer in one or the other state. This is
the case and the actions of the computer in these states is outlined below.

State Operations Performed
Idle: Do nothing
Active: When not otherwise occupied:

(1) Add 1 to the number in the control register, leaving the sum there.
(2) Read and execute the instruction in the storage location designated
by the new number in the control register.

We will specify that when the computer is first set to an active state,
the contents of the control register are set to zero. As a result of operation
(1) in the active state, the number in the control register is changed to 1
and the instruction stored in the storage location designated by 1 is
executed. After the execution of each instruction, the instruction in the
next consecutively numbered storage location will be executed. Instruc-
tions Um and Tm can cause an exception to this normal sequence
of operations. If the instruction Um appears in storage location i, the
next instruction executed after it will not be that in storage location i + 1,
but rather that in storage location m. If the instruction T m appears in
storage location j, the next instruction executed after it will be that in
location j + 1 if the number currently in the accumulator is positive or zero;
otherwise, it will be the instruction in location m. Um and Tm are
referred to as unconditional transfer and conditional transfer (or test)
instructions, respectively.

The way has now been prepared to show how a large number of
arithmetic and logical operations that may be required in the solution
of a problem can be performed without the aid of outside intervention,
provided the computer has certain elements and capabilities which have
been described. As an example of automatic computation consider the
program shown in Table 2.2. It is designed to find the highest factor of
an integer, x. Each instruction is executed after its address, shown in
column one, appears in the control register. The third column shows the
contents of the accumulator after the execution of each instruction.



26 2. THE NATURE OF AUTOMATIC COMPUTATION

TaBLE 2.2. Program for determining the highest factor of an integer, x.

Address Instruction Contents of Accumulator

001 cA 104 0

002 S 101 -x

003 A 102 ~x+jy,

004 T 003 —x+jy,

005 C 103 —x+jy,

006 cA 104 0

007 S 103 x—jy,

008 T 010 x—jy;

009 STOP 0

010 cA 102 ¥,

011 S 105 »—1

012 C 102 »—1

013 U 001 ¥—1
Numbers

101 x

102 * Constants and intermediate

103 _ results are stored here.

104 ... 000

105 ... 001

*The number stored. here before th~ :tart of the program is the initial trial factor
Yo=x—1

An explanation of the program itself follows: The instructions of the
program are placed in correct sequence in locations 001 through 013;
101 through 105 are reserved for storage of numbers. Location 101 holds
the integer, x; 102 and 103 serve as temporary or working storage for
numbers generated in the course of the program; 104 and 105 store the
constants required by the program.

The instructions in locations 001 and 002 clear the accumulator and
enter — x into it. The instruction in location 003 produces — x + y;. Each
time instruction T 003 is obeyed, control is returned to location 003 until,
after j cycles, the sign digit of the accumulator indicates that — x + jy; is
either a positive number or zero.t When this occurs, the instruction T 003
advances control to location 005.

+In a system of numerical representation (see Section 6.1.4) in which the sign digit
of zero is the same as that of a positive number, testing of the sign digit (which
is the operation performed in a U m or T m instruction) will not distinguish between
*he two cases.
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In order to detect whether — x + jy; is a positive number or zero, the
quantity — x + jy; is converted by means of the instructions in locations
005, 006 and 007 into the quantity x — jy; (by storing — x + jy; in loca-
tion 103 and then subtracting it from the cleared accumulator). If — x + jy,
is a positive number the conversion results in a negative number, if it is
zero the conversion has no effect. If y, is a factor of x, x — jy; is zero. In
this case, the instruction T 010 advances control to location 009 and
completion of the program. If y; is not a factor, the converted quantity
x — jy;is not zero and T 010 advances control to location 010. The instruc-
tions in locations 010 through 012 produce a new trial factor y; — 1 and
store it in location 102. Instruction U 001 permits the whole sequence of
instructions to be reiterated with y; — 1 as the new trial factor.

All the integers from y, downwards will be tested until finally one is
found that is a factor. When this occurs, the number in the accumulator
will be zero when the test instruction T 010 is executed, so control will
be advanced to the instruction in location 009. The sTOP instruction puts
the machine into an idle state, and the highest factor of x will be found in
location 102.

The preceding example has shown how a computational problem may
be solved completely without human intervention, provided certain speci-
fied conditions are met. Consideration of the example reveals the following
important characteristics of computation with a stored program computer:

(1) The number of different types of instructions that the computer
must be capable of executing need not be large.

(2) The number of instructions in the stored program is extremely
small compared to the total number of instructions executed in the running
of the program. This is possible because of the unconditional transfer
instruction which may be used to provide recycling of a set of instructions.

(3) The conditional transfer, or test, instruction supplies the necessary
means for breaking out of iterative loops at the correct point in the
computation.

(4) The repertory of instructions the computer is capable of executing
and the nature of its control unit (i.e., its rules of operation) are dis-
tinguishing features of a particular computer.

(5) The initial contents of the main storage unit, both instructions and
numbers, are distinguishing features of a particular computation.

In the preceding description illustrating the operation of a stored
program computer, it was assumed that both instructions and numbers
were stored in a common storage unit. The reader may ask, then, how the
computer can distinguish whether the contents of a particular storage



28 2. THE NATURE OF AUTOMATIC COMPUTATION

location represent a number or an instruction, since instructions are
represented by numerical codes. The answer is that it cannot. If the control
unit is directed to a specified storage location for the next instruction, the
contents of that location will be interpreted as an instruction (even though
it represents a number). Also, if the control unit is directed to a specified
storage location for an operand, the contents of that location will be inter-
preted as a number (even though it represents an instruction). Such a
situation does not, however, imply unavoidable confusion. The treatment
of a number as an instruction may be avoided if the control unit is never
directed to seek an instruction in a storage location not containing an
instruction. The treatment of an instruction as a number may be avoided
if the control unit is never directed to transfer to the arithmetic unit the
contents of a storage location holding an instruction. However, while at
first glance it may seem undesirable, the capability of operating on an
instruction as a conventional number is actually an asset and contributes
greatly to the utility of a stored program digital computer. This is because
as a result of such operations one instruction may be converted to another.
By this process, a computer can modify its own program and substitute
new scquences of instructions for old ones, when required, during the
course of a computation. This feature is valuable as a means of conserving
storage.

If separate storage units were used for instructions and numbers,
then the problem of possible misinterpretation of one as the other would
not be present. Actually some of the earlier digital computers did have
separate stores for instructions and numbers: for example, the Harvard
Mark I computer. However, the advantages afforded by a common stor-
age unit are so significant that such an arrangement is now common prac-
tice in digital computers. These advantages are first that it allows the use
of a smaller total storage capacity since large variations in the relative
amount of storage space allotted to instructions and numbers in different
problems can be accommodated, provided the total storage requirement
does not exceed the capacity of the computer. Secondly, the flexibility and
efficiency of use are increased. As already indicated, when the program of
instructions is stored in the same storage unit as numbers, they also may
be transferred to the arithmetic unit. There they may be modified, under
the control of other instructions, and used subsequently as systematically
different instructions. Either or both the order and address codes of an
instruction may be modified. In Section 7.5.5, there is a description of
special devices that may be incorporated into the control unit to facilitate
address modification. The example following illustrates an application in
which the storage space required for a series of operations may be reduced
if an address modification procedure is utilized.
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A technique by which the addresses of certain designated instructions
are modified as needed will be described with reference to a program for
transferring the contents of one group of storage locations to another group.
Assume that for some good reason it is desirable to transfer the contents
of storage locations 401425 to locations 451-475. This could be done
without recourse to an address modification scheme by the program
shown in Table 2.3.

TaBLE 2.3. A program for relocating data in storage

Address Instruction Result
000 cA 401 Puts contents of 401 into accumulator
001 C 451 Duplicates contents of 401 (now in accumulator) in 451
002 cA 402
003 C 452
000
048 cA 425
049 C 475

Inspection of this simple program shows that there are only two distinct
instructions; namely cA(x;) and C(y,), and each is repeated 25 times,
with each address x; = 1 + x,_;, and each new address y; = 1 + y;_,.

An equivalent, but considerably shorter program can be obtained by
storing only one pair of instructions, rather than 25, together with addi-
tional instructions that automatically change the addresses x;, y;, by 1
after each pair of instructions is executed. A program utilizing this address
modification procedure is shown in Table 2.4.

Before continuing with an explanation of the program in Table 2.4,
some prefatory remarks are in order. First of all, as a matter of con-
venience, different orders are designated by literal codes although within
a machine they are represented by numerical codes. To understand the
operation of this program, it is necessary to know that the order cA is, in
this case, specified internally by the code O1. Also, as a rule, specific
sections of the main store are reserved for the storage of constants and
problem parameters. In this example, the storage locations for the constants
are designated by the literal symbols a, b, rather than by numerical
addresses. An important reason for the separation of instructions and
numbers is that it prevents the accidental interpretation of a number as an
instruction. This is because after starting at a specified point, the control
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TaBLE 2.4. A shorter program for relocating data in storage

Address Instruction
000 cA 401
001 C 451
002 CA a
003 S 000
004 T 012 (Exit to 012)
005 cA 000
006 A b
007 C 000
008 cA 001
009 A b
010 C 001
011 U 000
012 Next instruction
Constants
a 01 424
b 00 001

unit obtains its instructions from consecutively numbered storage locations.
If a constant were stored within the main body of the program, say at
location 008, then after the instruction in location 007 had been executed,
the control unit would take the number from location 008 and interpret
it as an instruction. The reason for the use of the literai symbols a, b,
rather than specific storage location numbers is simply to indicate that
the constants may be placed anywhere, so long as they are kept out of
the main body of the program. Actually, the use of literal symbols to
indicate addresses of the main body of the program as well as of con-
stants and problem parameters is of considerable importance. First of
all, it is useful to employ symbolic addresses in the initial preparation of
relatively long programs because alterations may be made in one part of
the program without the need for extensive changes of addresses through-
out. For example, if actual addresses were used and a required instruction
inadveriently omitted, then all addresses beyond that point, as well as
all references to such addresses, would have to be altered. Of course,
after the program has been adequately checked, and is ready to be inserted
into the computer, actual addresses would be substituted for the symbolic
addresses. Symbolic addresses are also of importance in the automatic
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assembly of subroutines (defined in the closing paragraphs of this section)
into working programs.

An explanation of the function of the different instructions in the
program shown in Table 2.4 follows.

Address of

Instruction Effect of Instruction

000, 001 This part of the program has the same effect as the corresponding
instructions in Table 2.3.

002, 003 Causes the instruction in storage location 000, i.e., the number
01 401 to be subtracted from the number 01 424 obtained from
location a. (As a result a number == 0 will be in the accumulator
at the time the instruction T 012 is executed, for the first 24
cycles of the iteration loop. On the twenty-fifth cycle, after all the
required transfers have been performed, the number in the
accumulator will be < 0 at the time T 012 is executed.

004 Causes control to be transferred to storage location 012 if the

number in the accumulator is negative. This instruction provides
the required exit from the program.

005, 006, 007 Adds 1 to the address of the instruction in location 000.
008, 009, 010 Adds 1 to the address of the instruction in location 001.

011 Returns control to the beginning of the program, enabling the
sequence of operations to be repeated (with differént addresses,
in locations 000 and 001). After 25 such cycles the sequence will
be automatically terminaied by means of the instruction in
location 004.

The program of Table 2.4 accomplishes the transfer of the 25 numbers
with the storage of only 12 instructions and two constants, whereas the
first program requires 50 words of storage. However, as often occurs, a
reduction in storage requirements results in an increase in computation
time. The program in Table 2.3 requires only 50 operations whereas that
in Table 2.4 requires 293.

In practice, while frequéntly used operations such as addition and
multiplication are built into a machine as instructions, more complex
and less frequently used mathematical and logical functions are performed
by means of special programs. (Each of these programs may be con-
sidered as a complex instruction.) When these functions are required
in the course of solving a larger problem, they may be taken from a library
of such programs and incorporated into the larger program. Programs
for specific functions, which have already been designed and are available
for incorporation into larger programs, are referred to as subprograms or



32 2. THE NATURE OF AUTOMATIC COMPUTATION

subroutines. The main program, the highest level of organization of a
computer program, prescribes all operations not covered by a subroutine.
Generally speaking, any sequence of instructions that a programmer finds
convenient to treat as a sub-unit may be considered a subroutine.

Each time a subroutine, carefully planned to minimize storage require-
ments and execution time, is written, checked out, and made available
for incorporation into a main program, the list of instructions the com-
puter can execute is effectively augmented. The availability of a library
of subroutines allows a programmer to utilize data processing operations
not built into a computer’s instruction repertory without having to write
corresponding programs each time they are required. This greatly reduces
the drudgery of program preparation—lessening both the time spent in
program preparation and the probability of introducing errors. Also,
since the use of subroutines allows the over-all program to be constructed
from fewer blocks, the program becomes easier to comprehend and future
modifications of it are simplified. Because the capacity of the main or high
speed store is limited by cost and other practical engineering considera-
tions, it is usually reserved for storage of the program to be executed
while a complete library of subroutines is kept in an auxiliary store of
lower speed and greater capacity.

For scientific and engineering computation, the most commonly used
computational subroutines include those for extraction of square, cube,
and higher order roots, and the solution of nth degree algebraic equations;
generation of elementary functions—trigonometric, inverse trigonometric,
hyperbolic, exponential and logarithmetic; interpolation; functional summa-
tion; matrix manipulation; integration of ordinary differential equations.

2.4. Program Preparation

The solution of a problem by means of a digital computer calls for
the preparation and execution of a detailed plan of attack on the part of
the person or persons responsible. The important items entering into such
a plan are described below.

First of all, the problem must be analyzed and defined in detail. For
scientific and engineering problems, this includes a statement of any sim-
plifying assumptions or idealizations and results in an appropriate mathe-
matical expression of the problem, usually in the form of one or more
equations, together with any diagrams that may aid in clarifying the pro-
cedures to be used. Subsequently, the original mathematical expressions
are replaced by appropriate explicit, finite, arithmetic and logical pro-
cedures adequate to provide the required degree of approximation to the
exact solution. An important part of the analysis of the problem and its
reduction to solution of numerical expressions, relates to the processes of
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scaling and error analysis. The scaling of a problem depends on the
range of magnitudes the problem variables can assume over the interval
of interest. This range may either be estimated or, in some cases, com-
pensated for by the computer itself. (See the discussion on scaling and
on fixed- and floating-point operation in Chapter 6.) An error analysis
is made to determine the accuracy that may be expected of the com-
puter’s answers. This accuracy will be influenced by two major sources of
error, whose effect on the final answers must be estimated. They are
truncation errors, which are introduced by the particular numerical ap-
proximation selected, and round-off errors introduced by the machine
itself, as a result of the finite length of its registers.

For commercial problems of a bookkeeping or record keeping nature,
such as preparation of financial statements, employee payroll deduction
computations, or insurance premium billing operations, only precise quan-
tities such as numbers and types of items, and dollars and cents are dealt
with. As a result, the problems of error analysis associated with most
scientific and engineering problems are not encountered. For these com-
mercial applications, a detailed statement of the problem is usually made
in English words accompanied by information flow diagrams. This descrip-
tion covers all pertinent procedures in the system and every eventuality
that may be encountered.

After specific numerical procedures have been chosen, they must be
translated into sequences of arithmetic and logical operations. This part of
the process is referred to as programming. It consists of adapting the
original problem definition to the capabilities of a computer. Preparation
of the program calls for a thorough knowledge of the capabilities of the
computer and its associated peripheral equipment. Since most problems
to be solved by a digital computer require many sequences of arithmetic
and logical operations, some type of mnemonic aid is called for. One that
is commonly used is the so called problem flow diagram which as the
name indicates shows the over-all flow of a problem. It provides organi-
zational clarity, and indicates the general structure of a sequence of
operations. It shows the location from which given quantities are obtained,
where and how quantities to be generated are produced, where inter-
mediate quantities are stored, and where output quantities are generated.
It is useful, also, in showing how a complete program can be built up from
simple processes for which programs have been worked out in the past
and which are available from a subroutine library. The flow diagrams
produced in the programming process differ from the diagrams used in
the analysis in that they are intended for use with a particular computer
and contain considerably more detail.

After an adequate flow diagram has been produced, the arithmetic and
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logical operations indicated by it must be translated into a sequence of
instructions that a particular computer is capable of executing. This process
is referred to as coding and is the first part of the plan of attack discussed
thus far that requires an exact, comprehensive knowledge of the particular
machine to be used. Coding also includes such details as the specification
of an arrangement for the storage of input information and intermediate
results, and for the presentation of output information. The routine of
coding can be minimized by the use of subroutines and various automatic
coding techniques. Whenever subroutines are to be used, the main program
must be designed in such a way that it allows for the inclusion of sub-
routines. The effect of automatic coding is that it allows the problem
analyst’s work to be brought to the machine in more or less general state-
ments rather than in detailed step-by-step codes.

After a detailed sequence of instructions for the solution of a problem
has been prepared, it must be inspected for mistakes that may have been
inadvertently introduced. To assist in this inspection, a number of special
mistake-hunting routines, usually referred to as debugging routines, have
been developed.

After a program has been debugged, it is ready for running. In the
event that the same program is run over and over, with variations in
certain parameters, say, with different boundary conditions, the process
is referred to as production running. After the program has been run, there _
remains the task of evaluating the results. This is an extensive subject in
itself. and will not be treated here.

2.5. Program Flow Diagrams

It was stated in the preceding section that flow diagrams are useful in
preparing a complete program for machine solution. For the sake of
brevity, a flow diagram will be described for an operation that normally
would be only a small part of an over-all program, namely a program for
generating the square root of a given number N, where 0 < N < 1.
Since there are a number of numerical procedures by means of which the
square root may be obtained, the first decision to be made is in regard
to the choice of a particular method. Let us assume that because of its
relative simplicity and rapid convergence, the iterative expression shown
below is chosen

N X

X1 = 55 +

In this equation, N represents the number whose square root is to be
obtained, and X, the approximation to this root obtained after (i + 1)
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iterations. The initial approximation X, may be obtained by providing a
small table giving the value of the square root for a selected number of
arguments. If such a table is not used, X, is assumed to be approximately
equal to 1.0. The iteration is repeated until the difference (X;;1— Xi)
becomes equal to or less than the precision required in the result.

In its most elementary form, a flow diagram may be composed simply
of a series of boxes interconnected by directed line segments. Each box
contains either a word or symbolic statement of an operation that is to
be performed. It may include such items as a statement of an equation
to be solved, a condition to be met, a check to be performed to determine
whether an operation is legitimate or numerically accurate, the source of
input data, the disposition of output data, etc. A useful preliminary pro-
cedure, at least for purposes of explanation, is to describe verbally the
major operations that have to be performed. Such a description is shown
below.

(1) Provide for the storage of problem parameters, constants, and
intermediate quantities. For the square root program, these quantities
include the constants N, 1, and V%2, the intermediate quantities N/2,
X;, NX¢/2, and X4+1.

(2) Provide for the execution of a sequence of arithmetic and logical
operations adequate to obtain the desired result. For the square root pro-
gram one such sequence is: (a) form the product ¥2 + N and store
the result; (b) divide N/2 by x; and store the result; (c) form the
product ¥2 - X;; (d) form X;,; by combining the quantities generated in
(b) and (c), and store; (e) test for convergence by subtracting X,
from X;. ;. (In Fig. 2.4 the notation ({ + 1) — i means: use the value of
X1 as the value of X; in the next iteration).

%/ — Store

x,=(J+ br—store

...-_I.. N L XN Test
| =/ X,+|-(2—')\7+§L) Store (Xifls‘X/')

()40

()=0

I’\7+l='W|

Initial set-up

Main iterative routine

Fic. 2.4. Flow design for a square root program
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,
Function box @z @

Choice box Variable connector

FiG. 2.5. A basic set of symbols for a flow diagram

A flow diagram indicating a square root program is shown in Fig. 2.4.
The simple form of this diagram is adequate for the relatively simple
problem illustrated. However, for more lengthy and complex problems,
a better view of the program may be obtained by using a specialized set
of symbols and notations. Figure 2.5 illustrates a basic set of symbols,
adequate to describe any program. The function box will contain a verbal
or mathematical statement of a particular function to be performed. The
operations so indicated may be few or many in number and may or may
not contain conditional operations. Regardless, there is only a single entry
point and a single exit from the box. The choice box contains a question.
Which of the two or more possible exit paths will be followed depends on
the current result of computations which immediately precede and control
the branching operation (as illustrated in Table 2.2 and 2.4). The variable
connector symbols indicate to which of several addresses control can ad-
vance, as designated by the current address in a transfer of control in-
struction—this address being subject to modification during the running
of the program.

In addition to the basic set of symbols described, a number of others
may be provided to facilitate either the drawing or interpretation of a flow
diagram. For example, remote points may be connected without lines by
placing a circle containing the same symbol at the terminus of points to
be connected. Special symbols may be used to indicate stopping points in
the program, and the transfer of information into or out of the computer.
Another highly useful device is a special form of box, termed an assertion
box, in which annotations are placed explaining certain tricks or pro-
cedures used at various points in a program.
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2.6. Automatic Sequencing Methods

Three distinct types of practical automatically sequenced digital com-
puters have been developed, namely, machines in which the execution of
instructions is controlled by 1) external devices (such as punched cards
of tapes), 2) a plugboard connected to the internal circuits of the machine,
or 3) an internally stored program. Since the subject of this book is the
stored program computer, the other types will be mentioned only briefly.

In an externally programmed computer, instructions on punched cards
or tapes, in a code meaningful to the computer and read under control
of its internal circuits, direct the transfer of data into and out of sections
of the arithmetic unit. The programming flexibility is poor compared to the
stored program machine. Specifically, neither program iterations nor con-
ditional transfer operations can be handled efficiently. For example, while
one can resort to the cumbersome process of duplicating a set of instructions
many times when the number of iterations required is known in advance,
when it is not some other device must be employed. The simplest practical
device is to prepare an endless loop of tape and have it read over and
over until a number produced by the program being repeated indicates the
process has been completed. However, if there are many loops this pro-
cedure, too, is uneconomical because of the many tape readers and the
complexity of control that would be required. Finally, this type of com-
puter lacks facilities for modification of instructions.

In a plugboard controlled machine, the sequence of operations is
determined by the pattern of interconnecting jumper wires plugged into
the board. More time is normally required to prepare a plugboard than
a deck of punched cards. However, because there are many standard types
of problems, especially in commercial applications, a removeable plug-
board once wired for a particular program can be stored and available for
future use. In practice, the plugboard wiring is manageable and the amount
of equipment reasonable only when there are not more than a hundred or
sO steps in a given program sequence. A number of techniques for program
iteration and conditional transfers of control are available in such machines.
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3.1. Introduction

The subject of Boolean algebra has important application in the
design of systems composed of storage elements capable of assuming a
discrete number of stable states and switching devices that trigger these
elements from one stable state to another. An electronic digital computer
is such a system. The utility of Boolean algebra in the design of digital
equipment will be better appreciated after the discussion in this chapter of
certain fundamentals, including a comparison of ordinary algebra and
Boolean algebra, procedures for simplifying Boolean algebraic equations,
and the basis for representing switching functions in binary computers by
Boolean algebraic equations.

Algebra ordinarily refers to that branch of mathematics wherein
quantitative relationships between entities are indicated by the use of
numbers, letters (as symbols for the entities), and operational symbols
(such as multiplication or addition signs). The rules of arithmetic are
used in the solution of such algebraic equations.

The ways in which Boolean algebra differs from ordinary algebra are
summarized below:

(1) There are no coefficients associated with the terms in a Boolean
algebraic equation.

(2) Each letter designates which of two distinguishable events exists.
As a matter of convenience, the value assigned to the letter upon the
occurrence of one event is 0, and for the other it is 1.

(3) A Boolean algebraic function can only state whether one of two
possible events exists, e.g., whether a circuit is open or closed, a signal
present or not, a statement true or false, etc. The two possible values of
the function are also usually designated by O and 1.

(4) There are a number of logical operators for producing Boolean
algebraic functions. However, in general, they are not all used in the
logical description of a digital computer for any Boolean function can be
generated by the use of a proper subset of these operators. To date, the
subset most commonly used includes the primitive operators referred to
by the designation or, AND, and Not. If the two assigned values of a
Boolean algebraic variable are interpreted as representing the numerical
values of the binary number system, namely O and 1, then the three opera-

38
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tors are analogous to addition, multiplication, and complementation, re-
spectively, of binary elements. There is an exception* to the analogy in
that the result of the or (Boolean addition) operation on two or more 1’s
produces 1 as a result. These, as well as other Boolean operators will be
described in the sections following.

(5) In Boolean algebra, there are no subtraction or division operators
as in ordinary algebra, nor operators such as roots or transcendental
operators. (Nevertheless, all the arithmetic operations of number algebra
can be performed using only Boolean algebraic operators. Various means
for accomplishing this are described in Chapter 6).

3.2. Logical Functions of Boolean Algebra

In this section three of the most common operations of Boolean alge-
bra will be described. Later in the chapter other operations will be con-
sidered, also.

The “inclusive or” operation of Boolean algebra will be designated
literally by or and in equations by the symbol +. The Boolean equation
representing the or function, C, of two variables 4, B is written as C =
(A + B). This expression means: C is true if 4 or B or both are true.
An equivalent interpretation is: the truth of 4 or B or both implies, and is
implied by, the truth of C. This relationship is defined in Table 3.1, which
shows all possible combinations of values of A, B and defines the corres-
ponding values for C. In Table 3.1 truth is indicated by 1 and falsity by 0.
Reading across the table for all four possible cases, it is seen that C is
true if, and only if, either 4 or B or both are true. Except for case (4),
application of the orR operator produces the same result as the addition
operator of ordinary algebra. This similarity accounts for the OrR operator
being sometimes referred to as the Boolean (or logical) addition operator,
and also partly explains the choice of the symbol +.

TasLE 3.1. Truth table for the or function C, of two variables: 4, B.

Case A B C
1 0 0 0
2 0 1 1
3 1 0 1
4 1 1 1

*An algebra can be formed from an arbitrary set of rules provided they are used
systematically and do not invalidate each other.
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The “and” operation of Boolean algebra will be designated literally by
AND and in equations by placing the variables so to be operated upon
adjacent to one another. For example, the aND function, C, of two vari-
ables A4, B is written as C = AB. This expression means: C is true if, and
only if, A and B are both true. An equivalent interpretation is: the truth
of both A4 and B implies, and is implied by, the truth of C. This relationship
is defined by Table 3.2. For all cases, application of the AND operator
produces the same result as the multiplication operator of ordinary algebra.
This similarity accounts for the AND operator being sometimes referred to
as the Boolean (or logical) multiplication operator, and also partly ex-
plains the way chosen to represent it in equations.

TaBLE 3.2. Truth table for the aNp function, C, of two variables: 4, B.

Case A B C
1 0 0 0
2 0 1 0
3 1 0 0
4 1 1 i

The complementation or negation operation of Boolean algebra will
be designated literally by NoT and in equations by placing a bar over the
variable or variables so to be operated upon. For example, the NOT
function of a single variable, 4, is written as A. The symbol, A4, is read
as “the complement of A” or “not A.” Its meaning is defined by Table 3.3,
which shows the relation between 4 and A.

TasLe 3.3. Truth table for the Not function, 4.

-
o'—l

3.3. Fundamentals of Boolean Algebra

The reader may verify, either through induction or the construction
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of truth tables, that the commutative, associative, and distributive laws
of number algebra apply to Boolean algebra.

For addition
A+B = B+ A Commutative
A+B+C) = (A+B)+C Associative.

One can demonstrate by means of a truth table, a proof of the
associative law for three variables 4, B, and C. The proof for other
numbers of variables can be obtained by induction.

TABLE 3.4
Column 1 2 3 4 5 6 7
A B C (B+C) A+(B+C) (A+B) (A+B)+C
Case

1 0 0 0 0 0 0 0
2 0 0 1 1 1 0 1
3 0 1 0 1 1 1 1
4 0 0 1 1 1 1 1
5 1 0 0 0 1 1 1
6 1 0 1 1 1 1 1
7 1 1 0 1 1 1 1
8 1 1 1 1 1 1 1

It is seen that column 5 is identical to column 7 for all possible com-
binations of values of 4, B, and C.
For multiplication

AB = BA Commutative
A(BC) = (AB)C Associative
A(B+C) = AB+ AC Distributive.

The reader may easily verify the above relations by means of a truth
table.

Relationships useful in the manipulation of Boolean algebraic equations
are listed in Eqs. (3-1)-(3-8). Some of these relationships will look
incorrect if interpreted as ordinary numerical algebraic equations. The
reader is warned, therefore, to be cognizant that these are Boolean algebraic
equations, and to interpret their meaning accordingly.
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Special cases of Boolean multiplication

AAd = A 3-1)
04=0 3-2)
14=4 (3-3)
A4 = 0. 3-4)
Special cases of Boolean addition
A+ A=A (3-5)
0+A4=4 (3-6)
1+4=1 3-7)
A+ 4d=1 (3-8)

An important theorem in Boolean algebra, referred to as the principle
of dualization, states in effect

ifAd+B=1 (-9)
then AB = 0. (3-10)

It should be noted that Eq. (3-10) may be obtained from Eq. (3-9)
merely by replacing each letter and/or truth value by its complement, and
each addition operator by a multiplication operator.

In general
ifAd+B=C (3-11)
then AB = C (3-12)
and 4 + B = (4B). (3-13)

A proof of Eq. (3-13) can be provided by means of a truth table

TABLE 3.5
Column 1 2 3 4 5 6 7
A B A B AB 4B A+B
Case
1 0 0 1 1 1 0 0
2 0 1 1 0 0 1 1
3 1 0 0 1 0 1 1
4 1 1 0 0 0 1 1
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It is seen that column 6 is identical to column 7 for all possible com-
binations of values of A and B.

A theorem due to De Morgan states that any Boolean function can be
represented as a logical sum of logical products* (generally abbreviated,
for convenience, to “a sum of products”) each of which contains all input
variables. A representation of this type is said to be in elemental form
or disjunctive normal form. Equation (3-14) is an example.

y = ABC + ABC + 4BC + . .. (-14)

Such an expression may be obtained directly from a truth table by noting
all combinations of input variables for which the output variable has a
value of 1.

Equation (3-15) is obtained from Eq. (3-14) by the principle of
dualization. It states that any Boolean equation can be written as a
logical product of logical sums* (generally abbreviated, for convenience,
to “a product of sums”) each of which contains all input variables. A
representation of this type is said to be in conjunctive normal form. Equa-
tion (3-15) is an example

J=A+B+OA+B+0)... . (3-15)

Some simple identities that can be obtained by means of the duality
thecrem are

(4B) = A+ B (3-16)
(A+B)=AB (3-17)
) = 4. (3-18)

Some tautologiest useful for simplifying elemental forms are listed
below:

A+d=1 (3-19)
A4 =0 (3-20)
A=A+ A=A+A+4=... (3-21)
A= AA = AAA = . .. (3-22)

*Thus indicating that any Boolean equation can be written using the three operators,
AND, OR, and NoOT.

tA tautology is an equation that is true whatever be the truth values of the elemen-
tary propositions of which it is composed.
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A(A+B)=A+ 4B = 4 (3-23)
A+AB=4+B (3-24)
AB + AC + BC = AB + AC. (3-25)

Equations (3-23), (3-24), and (3-25) merit special comment. Equa-
tion (3-23) may be factored as follows:

A+ AB = A(1 4- B) = A. (3-26)

The validity of this expression is obvious upon recalling that (1 + B) = 1
and 14 = A. Equation (3-23) is a special case of the identity:

A+f(4,B,C..)=4+f0,B,C,...)
The validity of Eq. (3-24) may be demonstrated as follows. Con-
sidering the left side of Eq. (3-24)
A+ AB =401+ A + B) + AB (3-27)

where the factor (1 + 4 + B) = 1 (see Eq. (3-7) ) is arbitrarily intro-
duced to facilitate manipulation of the equation.
Expanding the expression on the right of Eq. (3-27)

A+ AB = A+ AA + AB + AB. (3-28)
Since A = AA, Eq. (3-28) may be written
A+ AB = A4 + AA + AB + 4B. (3-29)
Factoring the right side of Eq. (3-29)
A+ AB = (4 + A)(4 + B). (3-30)
Since A+ 4 =1
A+ AB =14+ B) =4+ B. (3-31)

Equation (3-24) is a special case of the identity: 4 + f(d,B,C...) =
A+ f(1, B, C...), which can be generalized for functions involving three
or more input variables to the form

g(A4:) + [g(4)1n(By) = g(Ay) + h(By)

where A; denotes a set of i variables and B; a set of j variables. Any
variable may appear in either set, and there is no limitation on the form of
the functional relationships denoted by g and h.

The validity of Eq. (3-25) may be demonstrated as follows. Con-
sidering the right side of Eq. (3-25)
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AB 4+ AC = (4B)1 + AC. (3-32)
Since (1 + C) =1, Eq.(3-32) may be written

AB + AC = AB(1 + C) + AC. (3-33)
Expanding the expression on the right side of (3-33)

AB 4+ AC = AB 4+ ABC + AC. (3-34)
Factoring out C on the right side of Eq. (3-34)

AB + AC = AB + C(4B + A). (3-35)
From Eq. (3-24), (4B + 4) = A + B, so Eq. (3-35) may be written as

AB + AC = AB + C(4 + B). (3-36)
Finally, expanding the expression on the right side of Eq. (3-36)

AB + AC = AB+ C4 + CB (3-37)

3.4. The Representation of Switching Functions by
Boolean Equations

Now that certain fundamentals of Boolean algebra have been discussed,
it is appropriate to state why this subject is of importance in the field of
digital computer design. We recall from Chapter 1 that, because of prac-
tical difficulties in producing suitable multistable state electrical elements,
all present electronic digital computers are composed principally of binary
storage elements (with the exception of certain specialized components
used to facilitate the data inputs to the computer and to display its out-
puts). A storage element must be capable of assuming different stable
states, (e.g., voltage levels, states of magnetization, etc.) and of remaining
for some specified time in the last state in which it was placed. Implicit
in this statement is the assumption that each element is capable of being
triggered or switched from one stable state to another. The signals used
to trigger any particular circuit are determined according to certain cri-
teria. For example, when an addition is being performed in an electro-
mechanical computer, the condition that must be satisfied before a par-
ticular wheel is advanced by a notch, is that the less significant wheel
(usually to its right) must pass from position 9 to position 0, i.e., produce
a carry. As discussed in Chapter 1, the state of each element in an elec-
tronic digital computer is usually described by the voltage level at its
output, and information is transmitted between elements by the routing
of voltage signals. The output voltage states could be simply referred to as
high or low, positive or negative, etc. However, for our purposes it is more
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convenient and permissible to refer to a 1 state and a O state. Also, if
some arbitrary symbol, say K;, is assigned to the ith element, it is per-
missible to arbitrarily define one state of the element as the K; state
and the other as the K, state. This arrangement is of great utility. First
of all, it enables each binary element to be uniquely defined. Second, the
current state of the elements of a machine can be described in terms of
symbols rather than voltage levels. As a result, the condition or conditions
for switching the state of any particular element can be specified and
expressed in terms of the requisite coincident states of other elements. For
example, if we wish element K to be triggered to the state K; if and only
if elements K, and K, are in the states K, and K, respectively, then the
required switching signal is K, K,. Therefore, if the switching signal input
to the element, K; is defined to be S;, then S; = K, K,. From this it becomes
apparent that any switching signal requirement can be stated in terms
of a Boolean algebraic function of the binary variables in the system.
Such a Boolean algebraic expression will be referred to as a switching
function. Since any function of binary variables has only two permissible
values, it follows that any switching function has only two permissible
values.

As stated earlier, any Boolean function can be formed by the use of
the three Boolean operators, AND, OR, and NOT. Similarly, any switching
function can be written utilizing only these three operators, and each
operator can be considered as an elemental switching function. However,
as stated earlier there are other Boolean operators, and at this point we
will consider all the Boolean operators and switching functions for one
and two variables.

The four possible switching functions of a single input variable, 4,
are described in Table 3.6. One may think of these switching functions as
being represented physically by “black boxes,” each having one input line
to which either of two signals may be applied, and one output line on
which either of two signals appear. The nature of the transformations
produced by each box are shown in Table 3.6.

TaBLE 3.6. Switching Functions, E,, of a Single Input Variable, 4.

Input, A Output, E;| Input, A Output, E,
0 0 0 0
1 0 1 1

Negation: E; = 0 Identity: E, = A
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Input, A Output, E4 Input, A Output, E,
0 1 0 1
1 0 1 1
Complement: E3 = A Tautology: E, = 1
— E‘ | —

TaBLE 3.7. Switching Functions, F,, of Two Input Variables, (4, B).

A/B 0 1 ' 4/B 0 1

0 00 0 00

1 00 1 01

Negation F;, = 0 AND Fy = AB

A/B 0 1 A/B 0 1

0 10 0 10

1 00 1 01
NoR F, = AB Comparison Fig = AB + AB

A/B 0 1 4/B 0 1

0 01 0 01

1 00 1 01

Inhibiting gate F; = AB Single identity F1; = B

A/B 0 1 | 4/B 0 1

0 11 0 11

1 00 1 01

Single negation Fy = 4 Conditional generator Fy; = (,_45)
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A/B 0 1 A/B 0 1

0 00 0 00

1 10 1 1 1
Inhibiting gate Fs = AB Single identity F,3 = 4

A/B 0 1 A/B 0 1

0 10 0 1 0

1 1 0 1 1 1
Single negation Fg = B Conditional generator Fi4 = (4B)

A/B 0 1 A/B 0 1

0 01 0 01

1 1 0 1 1 1

Exclusive or F; = AB + AB oRFis=A+B

A/B 0 1 A/B 0 1

0 11 0 11

1 1 0 1 11
Sheffer stroke Fg = AB Tautology Fis = 1

S

F, -

_—

Note that the functions E;, and E, produce outputs independent of the
input, and may be thought of as a 0 generator and a 1 generator, respec-
tively. The function E» produces an output equal to the input. The only
significant switching function of a single variable is E;, which represents
the complement operator.

The 16 possible switching functions of two input variables (A4, B),
are described in Table 3.7. It has already been stated that any Boolean
algebraic equation can be expressed by the use of the AND, OR, and NOT



3.4. THE REPRESENTATION OF SWITCHING FUNCTIONS 49

operators only. An analogous statement is that any switching function
can be constructed utilizing these three switching functions. The
functions Fy, and F;5, shown in Table 3.7, represent the AND and OR
operators, while E;, shown in Table 3.6, represents the NOT operator.
Actually, AND, OR, and NOT do not represent a minimal set of independent
operators. This can be proved by showing that the or function can be gen-
erated by means of AND and NoT functions, and also that the AND function
can be generated by means of or and NoT functions. The proof of the
first case is simply that 4 + B = (A4B). The proof of the second is that
AB = (4 + B).

The functions F, and Fg are independent of the values of B and A4,
respectively. Therefore, the lines on which each appears can be considered
to be removed, in which case both F, and Fs degenerate to a switching
function of one variable, namely the NOT operator, E;. F, and F; are
analogous to the 0 and 1 generators, E, and E,, respectively; their out-
puts being completely independent of the inputs. Fy; and Fy3 are inde-
pendent of the values of A and B, respectively. Therefore, they are each
equivalent to the single input switching function, E,.

There are two functions that deserve special comment. They are the
NoT-OR function, F,, known as the NoOR function, and the NOT-AND

function, Fs, known as the AND, NAND, or Sheffer stroke. The significant
characteristic of each of these functions is that any Boolean equation or
switching function can be constructed by the sole use of either of them.
This places F, and F; in the category of universal switching functions. A
simple proof of these statements is to show that all three primitive opera-
tions, namely AND, OR, and NOT can be obtained by the use of only the
NOR or the AND. Derivation of the primitive operations from NOR operators
only is shown in Fig. 3.1. If only one of the input lines, say that for A4,

Ae—INOR]

Iy

Fic. 3.1. Derivation of primitive logical operations by Nor operators only
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is used, then F, = AB reduces to F, = A, and is equivalent to the “com-
plement” operator, Ej. If two single-input F, operators are used to gen-
erate the complements of 4 and B and if 4 and B are each entered as
inputs to a two-input F, operator, then the output is F, = (4) (B) = AB.
If A and B are entered as the inputs to an F, operator, the output will be
AB which, if entered as the input to a single-input F, operator will yield
(AB) = A + B. Derivation of the primitive operations from the use of
only AND operators is shown in Fig. 3.2. Note that the arrangements for

4e a
G| Ao} ——{AND}— 45

AYB

Fi16. 3.2. Derivation of primitive logical operations by AND operators only

producing the AND and OR operations by means of AND functions is the
same as that for producing the orR and AND operations, respectively, by
means of NOR functions.

Only the functions F;, Fs, F;, Fy, Fis, and Fy4 remain to be con-
sidered. The functions F; = AB and F5; = AB and their complements F,,
and F,, respectively, are of relatively little interest and may, along with
Fy1 and Fy53 be considered relatively unimportant. The function F; is of
special interest in that if 4 and B are binary variables, then F; represents
the “exclusive or” function of these variables; also, if 4 and B represent the
values of the individual bits of two numbers in binary form, F; produces
the arithmetic sum (modulo 2). (For a description of binary addition by
the use of logical operations, see Section 6.1.2.1.2).

3.5. Combinational Switching Networks

The term network is used to designate a group of switching functions
integrated into a whole, and producing one or more required switching
signals. Such networks are of fundamental importance in applications
requiring the transmission of information signals. The most complex
switching network in operation today is in the vast switching system used
by the telephone companies to permit connection of any telephone to any
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other telephone. Switching networks are widely used in a multitude of
communication and control systems.

The importance of switching networks in digital computers derives
from two reasons. First of all, a digital computer requires switching cir-
cuits to control the transfer of information from one section of the com-
puter to another. Secondly, switching circuits may be used as arithmetic
or logical operators that transform operands according to prescribed rules.
A major part of a digital computer system as well as the bulk of other
specialized switching systems is composed of so-called combinational
switching networks. The term combinational is used to indicate that these
networks are formed by combining the outputs of elementary switches,
such as the ones described, and also to distinguish them from so-called
sequential networks which consist of combinational networks into which
storage elements have been incorporated. (Sequential networks are de-
scribed later in this chapter.) A model of a combinational network is
shown in Fig. 3.3. Each box represents some Boolean function of the

Input line —{c—l Output lines
: i r
T ] Czj| --- Cpi H—

Fic. 3.3. Model of a combinational switching network

input variables. Each external input may be sent to one or more of the
boxes, and the output of each box may have one or more destinations.
A combinational network may consist of only a simple Boolean operator
like an AND or an oR switch, or it may contain a large number of inter-
related switches for generating several logical functions. A specific
example of a simple combinational network is shown in Fig. 3.4.

When only the logical functions of a combinational switching network
are considered, it is implicitly assumed that there is no delay from the
time when input signals appear to when output signals are produced. In
physically realizable networks this is not the case, for each switch
introduces a small delay. However, the spacing between successive input
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2 —TJAND 2= AB
(c+0)
& —{or] ANDH—=Z;= (C+D)EF+6)
EF
£—1{anD] OR|— Zy=EF+6
6__

Fi16. 3.4. A Combinational switching network

signals is such that the combinational function of the preceding set of input
signals has been generated by the time a new set of input signals appears.

Even the most complicated switching networks may be formed in a
straightforward manner. However, finding a network that must also meet
other requirements, like minimizing the number of switching elements or
maximizing the speed of operation, is another matter. Although a com-
puter can be designed without recourse to Boolean algebra, its use affords
certain conveniences. One of the most important of these is that a Boolean
algebraic equation can be manipulated to yield equivalent functional forms.
Then one can choose to mechanize that particular form which best satisfies
certain specified physical requirements. The discussion following is in-
tended to describe a number of techniques that are commonly used to sim-
plify a Boolean equation or convert it to an equivalent form more desirable
in the light of certain physical requirements.

3.5.1. REARRANGEMENT AND SIMPLIFICATION OF BOOLEAN EQUATIONS

When a term appears in the expression for a switching function which
is superfluous, i.e., its removal does not alter values of the expression, that
term is said to be redundant. A redundancy is often unintentional, appear-
ing because its existence was not obvious in the original statement of the
switching expression. One of the principal aims in rearranging Boolean
expressions is to eliminate superfluous or redundant terms. However, they
cannot always be removed by straightforward algebraic manipulation, e.g.,
see Eq. (3-25). Therefore, special devices must be employed for the
detection and elimination of such terms. A number of methods useful
for effecting rearrangement and simplification of Boolean equations will
be described in this section.
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3.5.1.1. Trial and Error*

This method consists of finding simplifications by means of guesses
based on experience and/or intuition, i.e., educated guesses, as to what
device or procedure to employ. With experience, certain patterns will be
recognized as containing superfluous terms, and therefore can be readily
simplified. To aid this process, one may first try a number of regroupings
of terms in the original expression so that simplifications may be made
(by means of known tautologies) that were not apparent previous to the
regrouping.

One of the devices that one can employ is to alter the form of an
equation without altering its value by multiplying one or more terms by
functions like (X+ X) or (1 + X + Y + .. .), or adding functions like
X X. Then simplifications may be produced by combining the extra terms
generated with others in the original equation. Earlier in this chapter the
right hand side of Eq. (3-25), 4B + AC, was manipulated to show its equiv-
alence to AB + AC + BC. The manipulation was begun by multiplying
the first term of 4B + AC by 1 + C. Now we will start with the expression
AB + AC + BC and show how it may be simplified by multiplying one
of its terms by 4 + 4

f=A4B + AC + BC
= AB 4+ AC + BC(4 + A)
= AB(1 + C) + AC(1 + B)
= AB + AC.

The introduction of a dummy factor like 4 + A in the example above
may be considered as a special case of the general process of expanding
terms in an expression. An example will make the point clear. If f is a
function of four variables, 4, B, C, and D, then the appearance of a
three variable term like ABD, for example, implies that the value of the
term is independent of the value of C and therefore ABD = ABCD +
ABCD. Similarly, if a two variable term like 4B appears, it may be re-
placed by AB (CD + CD + CD + CD). Note that if any term in the paren-
thesis is represented by X, the logical sum of the other three represents X.
As an example of what effect may be produced by expansion of a func-
tion, consider the expression f = ABC + ABC + ACD + ACD. If all

*Since it is difficult to handle any of the methods for a large number of variables,

it may prove useful to attempt a quick trial and error simplification, first of all,
for the purpose of assembling terms into groups which may be treated separately
by any method applicable.
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terms are expanded, one possible regrouping results in the expression
f= ABD + ABD + BCD + BCD. Note that, although logically equivalent,
the two expressions have no common terms.

A simple procedure for detecting superfluous terms is as follows. First
observe the values of the input variables for which the value of the term
being tested is 1. Then, inspect other terms in the expression to see
whether for the same values of the input variables, one or more of the
other terms in the expression has the value 1. If so, either one, but not
both, of the two terms is superfluous.

There are times when the form of an expression can be simplified by
the deliberate introduction of redundant terms representing conditions
which cannot exist physically or, if they could, would produce no detri-
mental effect on the function. As an example, consider the expression,
f = ABC + ABD + ACD + ABD. If the signal AB cannot occur, which
implies AB = 0, then any product containing 4B can be added to the
expression for f without altering its value for any allowable values of the
input variables. If the terms ABC, ABD, and ABD are added, there results

f = (4BC + ABC) + (4BD + ABD) + ACD + (ABD + ABD)
= AC + 4D + BD.

A shortcoming of the trial and error method is that, even though for
an experienced person it may be the quickest, not all the simplest forms
of an expression (when there are more than one) are likely to be obtained.

3.5.1.2. Converting a Boolean Sum of Products to a Product of Sums,
or vice-versa

This technique leads to simplification if the equation as expressed con-
tains more than half the possible functions of a given number of variables.
Also, its use is dictated when one type of representation is preferable to
the other, circuitwise.

A shorthand notation useful for converting a Boolean sum of products
to a product of sums is as follows: Represent any product of n variables
(where any variable may be either in its true or complemented form)
by P, where i would be the binary number obtained by substituting a 1
or 0 for each variable, according to whether it is in its true or com-
plemented state. For example, for a function of three variables, 4, B, C

ABC: i = 101, P, = Ps = ABC
ABC: i = 010, P, = P, = ABC.
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A sum of variables is similarly represented by S;. For example
(A+B+4+C)=Ss
(A+B+C) =S,

All the P; and S; for three variables are shown in Table 3.8.

TasLE 3.8. Logical sums and products of three variables

i P; S;

000 =0 ABC = Py A+B+C=5
001 =1 ABC = P, A+B4+C=5
010 =2 ABC = P, A+B+C =5
011 =3 ABC = P; A+B+C=3S5;
100 = 4 ABC = P, A+B+C=35,
101 =5 ABC = Ps A+B+C=3S5s
110 = 6 ABC = Pg A+B+C =55
i = ABC = P A+B+C=5%

Inspection of the table shows that in P;, each variable has the complement
of its value in S;_,, i.e.

P.‘ = S7_.'.
For n variables
P,' = S(zn_l)_.'. (3'38)

There are 2" products that can be formed from n binary variables. For
each set of values the variables may assume, there is always one and only
one product that has the value 1. Therefore

2"-1)
2 P, = 1. (3-39)
$=0
Forn =1
A+ 4=1
For n = 2

A+AHB+BH =1
JB+AB+AB+AB=1
etc.
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It is also true that

=1
Il s.=o. (3-40)

i=0
The validity of this expression may be seen by taking the complement of

2"=1)
Pg = 1.

=0

For example, forn = 2

f=AB+ AB+ AB+ AB =1
f=A+BAU+BUA+BA+B=0
By the use of Eq. (3-39) and the fact that f + f = 1, a complementary
expression for a sum of products may be written as the sum of all products
not appearing in the original expression, thus preserving the sum of
products form. This latter expression can then be complemented using

the relationship of Eq. (3-38) to yield a product of sums form of the
original expression. This is illustrated in the following example

f = ABC + ABC + ABC + ABC + ABC
=P+ P34+ Ps+ P+ Py

f=Py+ P+ Pg

f = 8;858;
—A+B+COU+B+COUA+B+0)
—(A4+B+C)(B+C) =AB+BC+ AC+BC+C
= AB + C.

By the use of Eq. (3-40) and the fact that ff = 0, a complementary
expression for a product of sums may be written as the product of all
sums not appearing in the original expression. This latter expression can
then be complemented using the relationship of Eq. (3-38) to yield a
sum of products form of the original expression. This is illustrated in the
following example
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f=(A+B+COA+B+C)(A+B+CO)A+B+0)
A+B+0
= 5,55545,5]
S = 805386
f=P;+ Py + Py
= ABC + ABC + ABC.

The conversion of a sum of products to a product of sums may also be
facilitated by use of the identity: 4 + BC = (A + B)(A + C). This
relationship, sometimes referred to as the second distributive law of
Boolean algebra, may be derived from the expression of the first distribu-
tive law stated on page 41 by application of the duality principle. Its
general formis (X + Y Y,...Y,)=(X+Y)(X+Yy)...(X+7,).
(Note that the first distributive law of Boolean algebra applies to number
algebra also, but the second does not).

Theoretically there is a one-to-one correspondence between the set
of all possible functions of each type, so there is an equal probability
of obtaining a simpler or more complex function after transformation. In
actual practice, it is doubtful whether all functions are equally probable
(i.e., that there is a random distribution). An example of a sum of prod-
ucts which yields a more complex form after conversion is the expression
on the left in Eq. (3-41), and one that yields a simpler form is the ex-
pression on the left in Eq. (3-42).

AB+CD (A +CD)(B +CD)
(A+CY(A4+D)B+C)(B+ D)(3-41)

AC + AD + BC + BD = A(C+ D) + B(C+ D)
= (A+ B)(C+ D). (3-42)

If one performs a double conversion, i.e., first converts a sum of
products to a product of sums and then reconverts to a sum of products,
the final expression obtained may fhave superfluous terms not removable
by simple algebraic manipulation. As an example, consider the expression

f = AB + BC + ABC.

This expression can be converted to a product of sums by repeated appli-
cation of the identity (X + Y,Y, ... Y, = (X +Y)(X +Y,) ...
(X +7Y,):
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f = (AB + B) (4B + C) + 4BC

=M+ U@+BAB+ OB+ A+ BB+ O)
[C + (4 + B) (4B + C)]

=[4+ (d+ B[4+ (4B + O)]
[B+ (4 + B)][B + (4B + O)]
[C+ (A + B)]IC+ (4B + O)]

=4+ (C+ HC+BB+(C+AHC+BIICH+ A+ B
[C+ (C+ 4)(C + B)]

=4+ C+ D4+ (C+ BB+ (C+ DB+ (CH+B)
[C+A+BI[C+(C+ DHC+C+B]

=B+ C(C+ A4+B).

The final expression may be converted to a sum of products by multiply-
ing the factors yielding

f=BC+ BC + B4 + CA.

Either the third or fourth term (but not both) of this expression is
superfluous. The third term may be eliminated by expanding BA, i.e.
replacing it by BA(C + C) and then factoring the resultant expression

f=BC+ BC + BCA + BCA + C4
f=BC+ BC + CA.

An identity that is sometimes useful for simplifying expressions ob-
tained at intermediate steps in a conversion process is

F(X1,Xs, ... Xn) [F(X1,Xs, . . . Xn) + G(X1,Xs, ... X,)]

= F(X1,X2, ... Xn).
The validity of this expression becomes apparent if one multiplies the
terms on the left and factors the result.

For different reasons, e.g., either to maintain uniformity of sub-
assemblies, or because certain types of components function better in one
type of circuit, it may be desirable to standardize, and use one type of
network arrangement exclusively. If the type most suitable because of the
characteristics of the components should require more components than
the other type, this may be avoided, (according to the design of a par-
ticular machine) by redefining the presence and absence of a signal, and
thereby interchanging the AND and oR functions. The majority of practical
switching functions is less complex in the sum of products form, and
visualization of the operations involved is usually easier in this form.

If there is no rigid requirement for a circuit to be of the pure sum
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of products or product of sums form, a miscellaneous form of network
may offer the most desirable solution. A miscellaneous form implies a
multiple level switching network (described in Chapter 4).

The derivation of a simplified equivalent expression of a switching
function by trial and error and algebraic manipulation can be quite diffi-
cult, even though its equivalence to the original expression can be readily
shown once it has been derived. A principal advantage of the chart
method described in the next section is that even though it is quite
tedious it enables all equivalent forms to be found by a routine process.

3.5.1.3. Chart Methods

(a) THE HarvarD METHOD (See Staff of the Computation Labora-
tory [1951]):

The advantage of this method is that it gives all possible simplified
expressions automatically. It consists of laying out a chart which contains
for n variables, all products of length n or less (where a variable may or
may not be complemented in each product). Table 3.9 is a chart for n = 3.

TaABLE 3.9
ABC AB AC BC
000 00 00 00
001 00 01 01
010 01 00 10
011 01 01 11
100 10 10 00
101 10 11 01
110 11 10 10

111 11 11 11

The form of the chart can be simplified by considering the functions
as binary numbers and then replacing them with their decimal equivalents,
as shown in Table 3.10.

The procedure is as follows:

(1) If the equation to be simplified is not in the form of a sum of
products convert it to this form. Then, draw horizontal lines through those
rows in which the products ABC . . . should be zero for this equation.

(2) Cross out wherever else they occur in a given column those num-
bers that were crossed out by the horizontal lines in step 1.

(3) In general, one may find that some row has only one combination
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TasLE 3.10
ABC AB AC BC
0 0 0 0
1 0 1 1
2 1 0 2
3 1 1 3
4 2 2 0
5 2 3 1
6 3 2 2
7 3 3 3

of a minimum number of variables that has not been crossed out. Such
a combination is called essential and is circled together with all its appear-
ances in a given column.

(4) Rows may still remain with neither horizontal lines drawn through
them nor encircled elements. Each of these rows will contain two or more
unmarked combinations of a minimum number of variables. Circle at
least one arbitrary combination in each nondeleted row and encircle
all occurrences per column of each arbitrary combination in a way that
minimizes the number of combinations encircled.

(5) A minimal expression of the original equation is given by the
Boolean sum of all encircled combinations. As an example, consider the
expression

f = ABC + AB + BC

ABC AB AC BC
0 0 0 )
1 0 1 1
2 1 0 2
3 1 1 3
4 2 2 0
5 2 3 1
6 3 2 2
7 3 3 3

Steps 1 and 2 need no comment. In step 3, one finds that there are only
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two rows (row 5 and 8) containing essential elements; these are 0 and 3
in column BC. In step 4, one finds the only nondeleted row with a non-
encircled element to be row 3. One then has a choice of encircling
either element 1 in column AB, or element 0 in column AC. In step 5,
one of two minimal expressions is obtained for f, depending on the
choice made in step 4. If the element in column AB were chosen, one
obtains

fi =BC + 4B + BC.
The other solution is

f» =BC+ AC + BC.
The equivalence of f, and f. to f and, hence, to each other may be shown
as follows

f = ABC + AB + BC
= B(AC + A) + BC
= BC + AB + BC

f= ABC + AB + BC
= ABC + ABC + ABC + BC
= BC(A + A) + C(4B + B)
= BC + AC + BC

As the number of variables increases, simplification by algebraic manipu-
lation becomes more difficult. However, the chart methods can be utilized,
and if the number of variables makes the process too cumbersome for
manual execution, it can be programmed (within limits), for a digital
computer.

(b) THE QUINE SIMPLIFICATION [1952, 1955]:

This method is similar to the Harvard method. It differs in that the
chart is constructed for a specific case, and contains only the pertinent
terms. Most of the advantages and disadvantages of the Harvard method
apply to this method also, except that for a large number of variables
it is not as cumbersome. The procedure is as follows:

(1) Expand all terms to include all variables, e.g., if there are three
input variables and the term AB appears, replace it with 4BC, ABC. Elimi-
nate duplicates of terms that may appear.

(2) Starting with the list of terms formed in step (1), add additional
entries as follows. Whenever two entries in the original list differ by
only one variable, e.g., ABC, ABC, enter the similar part of the terms
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on the list (in this case 4B), and enter checks opposite the two terms
from which it was obtained. This process is continued until a group of
unchecked terms remains which cannot be reduced by further combina-
tion. The unchecked terms, i.e., those never combined with any other
terms, constitute a set of prime implicants. (A prime implicant is a logi-
cal product which is a term of every minimal form of a Boolean function).

(3) List the expanded terms of step (1), and the prime implicants
of step (2) as column and row headings, respectively, of a table, and
place marks in each row in those columns where the expanded term is
implied by the prime implicant.

(4) If any column has only one mark, the corresponding prime im-
plicant is essential and is to be included in the result. This column and
all other columns included in the same prime implicants are eliminated.

(5) Whenever in the remaining table there are two columns such
that each has marks only in rows where the other has marks, one of
these columns may be eliminated.

(6) The remaining columns are examined to determine how they
may be covered with the fewest prime implicants.

As an example, consider the expression

f = ABCD + ABC + BCD + ACD

Step 1: Step 2:

ABCD ABCD+/ ABC
ABCD ABCDv/ BCD
ABCD ABCD~/ BCD
ABCD ABCDv/ ACD
ABCD ABCDv

ABCD ABCDv

ABED-

Steps 3, 4, 5:

ABCD ABCD  ABCD  ABCD  ABCD  ABCD
ABC x (%)
BCD ©) x

BCD x x
ACD x @

f = ABC + BCD + BCD + ACD
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The result may be verified algebraically

f = ABCD + ABC + BCD + ACD
= BC(AD + A) + BCD + ACD
= BCD + ABC + BCD + ACD.

A systematic way of transforming a Boolean function to yield all mini-
mal forms which are sums of products allows one to be chosen to replace a
given switching function, This may be an improvement over the original
expression even though the latter contains no superfluous terms. The
procedure will now be summarized. First, the function is expanded to its
elemental form, and by apolications of the identity, AB + AB = A4, all
basic terms (i.e., any correct term containing no superfluous variables)
in the expression may be found. Then, a table is made indicating which
of the basic terms are contained in each term in the elemental form.
The terms that are basic are not known until each of them has been com-
pared with all others, and further reductions are not possible. The use of
the table enables all possible combinations of basic terms equivalent to
the original expression to be found.

The simplest product of sums expression may also be obtained from
this procedure. First, the original sum of products expression, f, is replaced
by a complementary sum of products function, f, utilizing Eq. (3-39) and
the identity £ + f = 1. Then the complementary function is reduced by
the process described to yield the simplest sum of products expression
for f. Complementing the expression for f yields the simplest product of
sums expression of the original function, f.

A systematic procedure for analyzing switching functions may be
useful even in the event that an algebraic simplification cannot be achieved,
for an alternate expression may be found that would have been difficult
to find otherwise. This alternate expression may be more desirable circuit-
wise, e.g., it might not put as great a load on a circuit already loaded
heavily.

3.5.14. Map Methods

The Harvard method, previously described, consists of generating a
list of possible simplifications followed by a choice between these possi-
bilities. The method to be described here consists of presenting the func-
tion in a form in which possible simplifications are made more apparent,
thereby reducing appreciably the routine work of the chart methods. An
early form of the type of map to be considered here, proposed by Veitch,
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{1952] is shown in Fig. 3.5. Each map provides a square for entry of any

00 11 A4
00118 co0 1015
A0 | B A0 1 01 C 00
0 0 ol
| | 10
I
n=2 n=3 n=4

Fi1G. 3.5. Veitch maps

one of the 2" logical products of n variables (which compares favorably
with the 22" entries used in the Harvard method). The product designated
by a particular square is obtained by noting the values of the variables
in the column and row that intersects the square. A reorganization of the
Veitch maps, proposed by Karnaugh, [1953] is shown in Fig. 3.6. The

£
A A 8
et e, p—PAm,
LLT ] & B
] A{ A{
——
c 1
D
n=2 n=3 n=4
£ _
£ & &
c c
—P— ——
{ r
}e
4
LI . le
] b A{
R and v
D D
n=5 n=6

Fic. 3.6. Karnaugh maps
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rows or columns within a bracket are those in which the designated
variable has the value 1, while it is O elsewhere. Adjacent squares are
defined as those that differ in the value of only one variable, so that
squares at the opposite ends of a row or column are considered adjacent.
Because the Karnaugh map is generally more convenient, it will be used
in the examples that follow.

Use of the map method requires that the function to be simplified
be represented first in its elemental form, i.e., as a logical sum of products.
For each elemental term in the function, a mark such as a check or cross
is placed in the square corresponding to that particular product of n
variables. Then the map is inspected for the purpose of recognizing
which of several possible groupings of terms represents the best factoring
of terms in the function. It is desirable to choose these groups so that
each encompasses as many positions as possible. Each checked square
must be represented by at least one of the groups, though it may be
included in two or more. The usefulness of the map derives from the
fact that patterns of checks which will yield the simplest terms can, after
sufficient practice, be easily and quickly determined by inspection. Some
typical patterns that may be encountered in a four variable map are
shown in Fig. 3.7.

¢ c c
p—P, —N— —f—
v v v v v
! ’ }B }B ; }B
4 4 4
v v v
b T N/
Fic. 3.7. Typical patterns in a map
f=AD f=5BD f=¢CD

As a matter of definition, a group is the map of a logical product
formed according to the following rule: the factors of the product are
those variables whose values are fixed within the group, whether in the
uncomplemented or complemented condition. Larger groups correspond
to products of fewer variables, since fewer variables are fixed in them.
To obtain a minimal expression, one chooses a set of groups which in-
cludes every checked square at least once. In general, it is desirable to
make the selected groups as large (for less terms per product) and as
few (for less products) as possible.

As a first ¢ xample, consider the expression f = ABC + ABC + A4BC
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+ ABCD. Each of the first three terms in the expression requires the entry
of two checks (one for D and one for D) while the last term requires only
one. In Fig. 3.8, a particular grouping of these checks is shown which
yields the simplified expression f = BC + ABC + BCD.

——

<9

JE

v

p——

0

f = BC + ABC + BCD

Fic. 3.8. Derivation of an expression from appropriate groupings of checked squares

In Fig. 3.9 two alternate groupings of the terms in a given expression

¢ c
—— —N—
I[v] v
@ }B 0] }B
v v VIE]Y
A{ v v| A{ v]v
— —
1] 1
f = AC + ACD + BCD L= AC + ACD + ABD
= AC 4 CDA + B) = AC + D(AC + AB)

Fic. 3.9. Alternate expressions based on different groupings of a function

are formed, resulting in different but equivalent expressions, f; and f..
This method is also useful in finding the simplest product of sums
expression equivalent to a given sum of products. The map procedure
is analogous to the procedure wherein one first replaces the original sum
of products by the complementary sum of products, finds a simplest form
of the latter, and complements it to yield a product of sums representation
of the original function. As an example, consider the function [ = ABC
+ ABC + ABC. The complementary sum of products is: f = ABC +
ABC + ABC + ABC + ABC. By factoring, the latter expression may be
reduced to f = BC + AB + AC + ABC. Taking the complement of this
expression yields: f = (B + C) (4 + B) (4 + C) (4 + B + C). When
using the map method, (see Fig. 3.10), a simplified expression for the
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W s oon

———

c

f=BC + AB + AC + 4BC
f=B+OU+BA+OA+B+0

Fic. 3.10. Obtaining a simplified product-of-sums expression
by groupings of unchecked squares

complementary function f is obtained by forming appropriate groupings
of unchecked squares. Taking the complement of this expression then
yields a simplified product of sums expression.

In some cases it may be more convenient to derive the simplest sum
of products expression by means of an intermediate product of sums
expression. As an example consider the function f = AD + ACD + ABC
+ ABCD. The map of this function is shown in Fig. 3.11. By forming

_v_ﬂ{;.}a

v
v

TR

4

f=AB+CD
f=A+B(C+ D
= AD + AC + BC + BD

F1c. 3.11. An expression based on the complement of groupings
of unchecked squares

[——

D

a particular set of groupings of the checked squares, the expression f =
AD + AC + BC + BD may be obtained. However, a simpler grouping
may be formed by combining the unchecked squares into the two groups
indicated in Fig. 3.11. This grouping yields f = AB + CD. If this expres-
sion is then complemented, there results f = (4 + BYC + D), which is
a factored form of f = AD + AC + BC + BD.

Figure 3.12 illustrates a “combination” solution; i.e., one obtained
by considering both checked and unchecked squares. In order to reduce
the number of groups, the square corresponding to ABCD is first assumed
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lv]v

"

<]< e

4

f = (AB + CDXABCD) = (AB + CDY4+ B+ C + D)
f=ABC + D)+ CD(4 + B)

Fic. 3.12. An expression based on groups containing checked and
unchecked squares

to be checked, and later this state is inhibited. After some practice, one
can immediately, by inspection of the map, write a reduced expression
such as the one shown in Fig. 3.13. Here the checked squares are con-

nl

_
B—=t—1
b{ Cl=

.| v.}e

f = (AB + AB)CD + cD)

Fie. 3.13. An expression based on the intersection of four groups

sidered as a group defined by the intersection of four other groups, each
containing both checked and unchecked squares.

An important advantage of the map and the Harvard chart method
is the convenience it provides for taking advantage of nonallowable or
indifferent combinations of the input variables. These combinations, re-
ferred to as redundant, may occur because the particular combination
never is realized in practice or because it has no undesirable effect on
the output. In searching for the simplest expression, one may or may not
include redundant combinations in a group. As a rule, those redundancies
are included which enlarge and combine the necessary groups as much as
possible, but do not necessitate the selection of additional groups.

In conclusion it should be stated that often a solution as good or better
than any map or chart solution may be obtained by other means. For
example, the expression obtained from the map shown in Fig. 3.8 could
have been obtained very easily by factoring
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f=ABC + 4BC + ABCD + 4BC
= BC(A + A) + BC(AD + A)
= BC + BC(D + 4)

There are times, however, when the use of a map facilitates derivation of
a simplified form of a Boolean function. As with chart methods, the pro-
cess becomes more cumbersome as the number of variables increases. (For
the special case of symmetric circuits the reader is referred to Cald-
well [1954], Lee [1954], Slepian [1953], and Washburn [1949]).

In the preceding discussion of procedures for simplifying Boolean
equations, two important items were neglected. First, there was no con-
sideration of the problem of deriving a form of an equation corresponding
to the combinational circuit most desirable from a physical standpoint.
There are effects peculiar to different types of components and circuits
which do not show up in consideration of the equations alone, but which
place restrictions on logical formulations. The nature of the restrictions
placed on logical formulations by the available circuitry, as well as the
circuit implications of different logical formulations, will be considered in
Chapter 4. The second item neglected was the subject of how digital
computers may be used to simplify Boolean descriptions of new machines.
This will be discussed in Chapter 7.

3.6. The Storage Function

In Section 3.4 there was reference to the fact that input signals
to a combinational switching network cause the network to generate ap-
propriate output signals after a short and unavoidable transit time.
In other words, there is a free flow of signals between input and output
without any significant delays or storage. Such networks operate on
binary inputs but do not store either the inputs themselves or any trans-
formation of them. They can only represent on their output lines some
function or functions of the variables currently present on their input
lines. By the incorporation of storage elements, inputs received by a com-
binational network at one time can be stored for combination with inputs
received at other specified times.

In general, the concept of memory or storage implies the receipt of
information at some time, ¢, and the retention of that information until
some later time, ¢ + At. There are basically two ways in which informa-
tion may be retained — referred to as static and dynamic storage. There
are many possible physical realizations of both types of storage, and
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descriptions of a number of them are provided in Chapters 4 and 5.
Because of considerations of reliability, discussed in Chapter 1, the
internal storage elements in a digital computer are used as binary elements,
although many of them could also be operated in a multistable mode.
Since the parameters of physical elements used to represent information
are continuous in nature, use of these parameters for discrete data storage
requires that certain constraints be imposed on the behavior of the
elements. For example, the angular position of a rotatable disk is a con-
tinuous quantity, but can be used to represent discrete data if only
certain positions are defined, as in a notched counter wheel. A vacuum
tube amplifier is an analog device, as evidenced by its transconductance
curves, but can be constrained to behave like a discrete device by in-
corporating it into a bistable circuit called a flip-flop. Data may be
stored in a continuous manner on the magnetic surface of a drum, disk,
or tape. However, by restricting the use of the magnetic medium to the
point where only the presence or absence of magnetization, or its direc-
tion, is considered, bistable storage elements are obtained.

The duration of a stable state varies with the particular element and
the circuit in which it is used. For example, magnetic storage can be
retained for an indefinitely long period. On the other hand, the electrical
charge on a condenser will gradually leak off, and at first sight an elec-
trical condenser might not seem suitable as a storage element. However,
if it is used in an appropriate circuit, and its charge sampled at time
intervals small compared to the interval it takes to lose an appreciable
part of its charge, and circuitry provided to periodically regenerate the
charges which otherwise would leak off, it becomes useable as a digital
storage device. Electrostatic and ferroelectric storage systems described
in Chapter 5 employ condenser-like elements.

An important differentiation that enters into the application of dif-
ferent storage devices is whether they are suited better for the storage
of a single bit or small group of bits, a main storage unit with a capacity
of anywhere from several hundred to tens of thousands of words, or for
an auxiliary or file storage unit that may call for hundreds of thousands
to millions of words.

Single bit storage elements may be formed from either static or
dynamic units, and may be interconnected to form registers and accumula-
tors. Immediate access to any of these elements is possible. The most
commonly encountered type of single bit storage device is the flip-flop.
Static flip-flops, whose logic and circuitry are described in Section 3.7
and Chapter 4, respectively, can be triggered to either of two states of
static equilibrium. They are commonly formed from a pair of regeneratively
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coupled amplifiers in a circuit designed to have two stable operating
points. By incorporating an electromagnetic delay element (of the type used
in electronic circuits for synchronization purposes) into a suitable feed-
back loop, one can form dynamic types of flip-flops, whose operation does
not depend on circuits with stable operating points. Once introduced, a pulse
is continually recirculated until the loop is effectively opened momentarily
by an externally applied signal (see Section 3.7.5). The presence or
absence of the recirculating pulse at an output terminal is arbitrarily
tagged to represent either a 1 or O state. Static flip-flops are used where
the combinational circuits are designed to operate on dc inputs, where 0
and 1 are represented by two voltage levels, and dynamic flip-flops are
used in systems where O and 1 are represented by the absence or presence
of voltage pulses at regularly spaced sampling times.

In a digital computer, (see Chapter 2), the totality of operations to
be performed in the solution of a given problem is specified by data in
the form of a program originally entered into the computer’s main storage.
Space in the main store is also used for the storage of initial conditions,
and for intermediate and final results. In Chapter S there are descriptions
of a number of types of main storage systems, including the two most
widely used today; namely, magnetic drum and magnetic core storage
systems. The control unit of the computer contains the circuits that per-
form the operations common to the execution of all instructions, namely
selection of coded instructions and operands from the main store in some
specified sequence, and the advancement of control to the next instruction
in a sequence upon the execution of any given instruction. The control
as well as the logical or arithmetic operations called for by a specific
instruction must be derived from the data contained in a given instruc-
tion. Certain storage elements in the control and arithmetic units of a
digital computer are reserved for the purpose of receiving this data from
the main storage and holding it in a form suitable for input to the
various control and arithmetic switching networks within the computer.
The need for these storage elements in the control and arithmetic units
arises because the data in the main store is usually in a form that cannot
be used directly as an input to a voltage or current switching network.
To elaborate, a 1 and 0 may be represented in the main store in any of
the following ways: by the direction of magnetization of a cell on a
magnetic surface, or of a magnetic core, the absence or presence of
electric charge on the surface of a dielectric material, or the emergence
from a delay line of a pulse train at some specified point during a specified
time interval. Before data in any of these forms can be used to drive
switching networks, certain preliminary operations are required. These



72 3. BOOLEAN ALGEBRA

operations cause selection of a storage location and sensing of the infor-
mation stored there. In static stores all words are equally accessible and
means are provided to sense all bits of a word in parallel. In dynamic
stores the access time varies with the location of a word relative to a trans-
ducer at the time of selection (see Chapter 5), and bits of a word are
usually made available serially, thereby requiring a conversion of the data
from serial to parallel form. In both cases means must be provided to
trahsform the data from its form in the main store to representation in
the form of the voltage or current states of a set of storage elements in
the control and arithmetic units. The outputs of these storage elements
can be used as inputs to the control and computation switching networks.
Subsequently, the outputs of these networks may be used to alter the
states of storage elements in the main store, the control unit or the
arithmetic unit. In Section 3.8 there is a general description of how
switching and storage elements are interconnected in a digital computer.
Whenever it is desired that a network be sequence sensitive, i.e., its
response be governed not only by the current input signals, but on pre-
ceding ones also, then such a network must contain storage elements. A
system composed, not of switching circuits alone, but also containing
storage elements, is usually referred to as a sequential switching network.
A sequential switching network is, in general, reducible to a multioutput
combinational network in many variables. The general characteristics of
sequential switching networks will be described after the description in
Section 3.7 of the functional characteristics of flip-flops.

3.7. Flip-Flops

The term flip-flop refers to a circuit having basically one, two, or
three points, and one or two output points, which can be triggered to each
of two stable states by appropriate signals at one or more input points.
Once triggered to a particular state, a flip-flop will remain in that state
until triggered by an appropriate new input signal. Flip-flops may be
utilized for a number of purposes. These functions, described in succeed-
ing chapters, include the following: to receive and retain information for
controlling arithmetic and logical operations, to provide time delays for
carries in synchronous adders, and to generate timing signals.

Besides differences in the number of input and output points, and
the input-output logical relationships, designs will differ, also, in the
nature of the points at which inputs are received, e.g., at the grid or
cathode of a vacuum tube, and the characteristics of the waveform re-
quired to trigger the flip-flop from one stable state to the other, i.e., its
amplitude, width, rise and fall times, and repetition rate. In practice, the
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width of the input pulse must be only a small fraction of the period cor-
responding to the input pulse repetition frequency. The stability, reli-
ability, and range of operating frequencies of a flip-flop are determined by
circuit parameters. Representative flip-flop circuits are described in
Chapter 4.

Before the advent of transistors, flip-flops were usually formed from
a pair of vacuum tubes, either triodes or pentodes, regeneratively coupled
in a circuit having the characteristic that when one tube was conducting,
the other tube was cut off, and vice versa, thus providing the circuit with
two stable states. An indication of the state of the circuit was usually
obtained by examining the plate voltages. Output signals could be taken
from any of a number of points, depending on the polarity, amplitude,
and dc level of signal desired. Very few of the digital computers now
being built or contemplated utilize vacuum tubes for flip-flops. Instead,
transistors are now largely used for this purpose.

If the flip-flop action is obtained by the regenerative coupling of
vacuum tube or transistor amplifiers, two output lines are available. After
a switching action has occurred, i.e., in the steadystate, one of the lines
will be at a relatively high voltage and the other at a relatively low
voltage, depending on which tube or transistor is conducting current more
heavily. The two output lines of a flip-flop, 4, may be arbitrarily desig-
nated as 4 and A. The flip-flop is said to be in state 4, or A, depending
on the voltages of the output lines. Sometimes a flip-flop may have only
one useable output line, as for example in the case where the flip-flop
action is obtained by the negative resistance characteristic of a single
transistor amplifier. In this case, the flip-flop is said to be in state 4 or 4,
depending on whether the voltage on the output line is relatively high
or low.

3.7.1. StATic FLIiP-FLOPS

Throughout the remainder of the text, the block diagrams shown in
Fig. 3.14 will be used to represent the different types of static flip-flops.
They vary principally in the number and placement of their input lines.
Though the letter F is used in Fig. 3.14, any capital letter may be used
to designate a flip-flop (though the letter D is often reserved to indicate
a delay element). Usually, the different flip-flops in an assemblage are
designated by the same letter with a distinguishing numerical superscript
or subscript attached to the letter. In some systems, different capital
letters are used to designate different flip-flops or groups of flip-flops,
and the particular letters used have some mnemonic significance. In a



74 3. BOOLEAN ALGEBRA

TRUTH TABLE TRUTH TABLE
R S F, Fipy F. F T F, F f’ 1,—
0 0 0 0 0 0 0
0 0 1 1 F 0 1 1
o 1 o0 1 £ | L_)? 1 0 1
0 1 1 1 1 1 0 T
1 0 0 0 7
1 0 1 0 v
1 1 0 - (a) o
1 1 1 -~
(a) The R-S flip-flop (b) The T flip-flop
TRUTH TABLE TRUTH TABLE
R § T F, F, £ 'F Ry, S F, Fi i, ff ’F
0 0 0 o0 0 0 0 o0 ©
0o 0 0 1 1 F oo 0 0 1 1 ~ F =
0o 0o 1 o0 1 S g 0 1 0 1 Sy Ry
0o 0 1 1 0 ] o 1 1 1
0o 1 0 o 1 I 1 0 0 O
o 1 o0 1 1 1 0 1 0
1 0 0 0 O (c) 1 1 0 1 (d)
1 0 0 1 0 1 1 1 o0
(¢) The R-S-T flip-flop (d) The R,~S, flip-flop
Fic. 3.14.

block diagram, when there is no need to designate a specific flip-flop by
letter, the symbol FF (for flip-flop) may be used.

Truth tables are shown in Fig. 3.14 to aid in the description of the
input—output relationships of the types of flip-flops shown. In these tables,
1 indicates the presence and O the absence of signals at indicated points.
When output line F = 1, the flip-flop is said to be in the F state, and
when output line F = 1, it is said to be in the F state.

The type of flip-flop whose block diagram and input-output truth
table are shown in Fig. 3.14(a) is usually referred to as a set-reset type
of flip-flop, or simply as an R—S flip-flop, because a signal on the S line
sets the flip-flop to the F state and a signal on the R line resets it to the
F state. R and S refer to the two input lines and their current states,
while F; and F, , refer to the state of the flip-flop at times ¢ and (¢ + 1),
respectively. F, = O means the output line F has the value 1 at time ¢.
F. = 1 implies the output line F has the value 1. The condition on the
output lines at time (¢+ 1) will depend on the signals received on the
input lines § and R at time ¢, as well as the state of the flip-flop at time .
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The logical nature of this type of flip-flop will be explained by considering
the truth table which defines its operation. A signal on either input line,
indicated by a 1 in the appropriate column, will cause the flip-flop to as-
sume a corresponding state, i.e., if RS = 1 attime ¢, F,yy = 1;if RS =1
at time ¢, F,.y = 1 (or F,;; = 0). Note that once this type of flip-flop
has been set to a particular state, additional signals on the corresponding
input line produce no effect. The blanks in the last two rows of the table
are used to indicate that the effect of simultaneous inputs is not considered
in the design of this type of flip-flop. It is intended for use in systems
where this event either cannot occur or is prevented by design from
occurring during normal operation.

The type of flip-flop indicated in Fig. 3.14(b) is usually referred to as
a complementing or trigger flip-flop or simply as a T flip-flop. It has only
a single line for input signals, and successive signals on this line will
cause it to trigger alternately from one state to another, which is evident
from the truth table. Circuitwise, it is similar to the R-S flip-flop. The
most significant difference is that it is symmetrically coupled to a single
source of triggering. This makes the circuit especially useful as a counting
element.

The flip-flops shown in Figs. 3.14(c) and 3.14(d) effectively combine
the functions of both the flip-flops of Fig. 3.14(a) and Fig. 3.14(b). All
theoretically possible input signal configurations are not shown in the
table of Fig. 3.14(c), since the R—S-T flip-flop is restricted to operate
under the condition that signals on more than one input line at a time
are not allowed.

The R~Sr flip-flop, whose operation is defined by the truth table in
Fig. 3.14(d), is similar to the R—S-T flip-flop in that it can be activated
in three distinct ways. Although it has only two input lines, it can be set,
reset, or triggered. It can be set to either of two specified states by a
signal on either the Sy or R, line or caused to flip from one state to
another by application of a signal to both input lines. Inspection of the
truth table shows that the logic of this flip-flop differs from that of the
R-S flip-flop only in that simultaneous inputs are allowed and cause
the flip-flop to change state.

3.7.2. THE CHARACTERISTIC EQUATION OF A FLIP-FLOP AND DERIVATION
OF THE GENERAL FORM OF 1Ts INPUT EQUATIONS

The information in the truth table defining the response of a given type
of flip-flop to signals on its input lines can be put in the form of a
Boolean expression, which indicates the state of the flip-flop at time ¢ + 1
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in terms of tne states of pertinent variables at time t. This expression is
called a difference equation because of the time differential between
receipt of an input signal and assumption of a new state. Since this expres-
sion also describes the logical nature of a particular type of flip-flop, it is
referred to as the characteristic equation of the flip-flop.

The principal logical design problem in the design of a sequential
switching network is to determine what the signals on the input lines
of a given flip-flop should be in order for the flip-flop to assume a sequence
of states in accordance with a difference equation for a given application.
This problem may be attacked by first equating the characteristic equation
of the flip-flop to the difference equation of a specific application. The
latter equation, sometimes referred to as an application equation, is
readily obtained from a table showing the state each flip-flop is to assume
at each instant of time for each possible configuration of states, at the
preceding instant of time, of all elements which may influence it. The
application equation can always be written in the following general form

F‘+1 = (xF +y£’)t (3-43)

where x represents one function of the pertinent input variables and y
another function of the same variables.

To illustrate how a specific application equation may be derived, let
us consider three flip-flops, F3, F2, F!, which are to be used as a counter
whose contents are to be augmented by a single binary increment at each
succeeding instant of time, and which is to be reset to zero after reaching
its maximum value. The contents of this counter at successive instants of
time are shown in Table 3.11. For each flip-flop, a specific application
equation may be written showing the state it is to assume at time ¢ + 1
in terms of the state at time ¢ of itself and others in the group.

Py =F3F2Fl +FBF2F 4+ FBFF 4 F3F2 A,
= [F3 (F2 F}) + F3 (F2 FD)),

F2 =(BFRF +FBFRA 4+ FBF2F 4+ FB3F2FY,  (3-44)
= (F2 F1 + F2 F1),

Flyy=FFF +FBFPF 4+ FBFRFA 4 P2,
= (F),.

Each equation states that the presence of any of the stated conditions at
time ¢ is to cause the indicated flip-flop to assume the state 1 at time
t+ 1 and any other configuration of the input variables is to cause the
flip-flop to assume the state O at time ¢ + 1. Note that the difference equa-
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tions for the specific application neither state nor imply the logical
properties of the flip-flops. It will be shown later that any of the types
of flip-flops considered can satisfy such application equations.

TaBLE 3.11
Time ¢ Time ¢+ 1
F8 F2 F1 F3 F2 F1
0 0 0 —_— 0 0 1
0 0 1 —_— 0 1 0
0 1 0 —_— 0 1 1
0 1 1 —_— 1 0 0
1 0 0 —_— 1 0 1
1 0 1 — 1 1 0
1 1 0 —_— 1 1 1
1 1 1 — 0 0 0

The input equations for each type of flip-flop (which specify the signals
required on the input lines to satisfy the application equation) will be de-
rived now in terms of variables in the general form of the application
equation.

Let us consider first, the R—S flip-flop. From its truth table, its char-
acteristic equation is

Fiyy = (RSF+ RSF + RSF):
= (RSF + RS).. (3-45)

The restriction on the simultaneous occurrence of signals on both R
and § is expressed algebraically by

(RS), = 0. (3-46)

Since (RS); = 0, it may be added to Eq. (3-45) without altering its
value. This results in a simplification of Eq. (3-45).

Fiy = (RSF+ Rs + RS),

= (RF + 95).. 3-47)

Equating the characteristic equation of the R-S flip-flop to the general
form of a specific difference equation yields

Fy = (RF 4 S), = (xF + yF).. (3-48)
To obtain the input equations for the R—S flip-flop in terms of the input
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functions x and y, one may proceed as follows. Construct a truth table
showing the value of xF + yF for each possible configuration of states
of x, y, and F. (See Table 3.12). From Eq. (3-48) it is clear that this also
defines the value of RF + S for each configuration of x, y, F, and allows
the values of R and S to be derived by logical inference. For example,
consider row 2 or 4. Since RF + S = 0 in these cases, both RF and S
must each be equal to 0. Since F = 1, this implies that R = 0, or equiva-
lently that R = 1. In row 3 or 7, RF + S = 1 while F = 0. This implies
that S = 1, and since RS is always equal to zero for this type of flip-flop,
R=0.InrowlorS RF+S =0,50S =0, and RF = 0. However,
since F = 0, R may be either 0 or 1. Therefore, R is represented by the
symbol k which may assume either value. In row 6 or 8, RF + § = 1
while F = 1. This condition is satisfied if R = 1, or equivalently if R = 0.
When R = 0, S may be either 0 or 1 and is represented by k5 and k7,
respectively. From columns 1, 2, 3, and 5, 6 of Table 3.12, the following
equations for R and S, the so-called input equations may be obtained

TABLE 3.12

Fiy = (xF+yF)¢

x y F, = (RF + S), R S
0 0 0 0 ko 0
0 0 1 0 1 0
0 1 0 1 0 1
0 1 1 0 1 0
1 0 0 0 ky 0
1 0 1 1 0 kg
1 1 0 1 0 1
1 1 1 1 0 k,
TaBLE 3.13
Fi1= (xF + )’F)z
x y F, = (TF + TF), T
0 0 0 0 0
0 0 1 0 1
0 1 0 1 1
0 1 1 0 1
1 0 0 0 0
1 0 1 1 0
1 1 0 1 1
1 1 1 1 0
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R = (ko %JF + %JF + %yF + k4 xjF) (3-49)
S = (%yF + ks xJF + xyF + kq xyF). (3-50)

That this represents a general solution independent of the value of
any k; can be proved by substitution of the values of R and § given by
Egs. (3-49) and (3-50) into the term (RF + S). in Eq. (3-48). Therefore,
to reduce Egs. (3-49) and (3-50) to simple form, set ko = k4 = k5 = k7
=0

R = %F (3-51)
S = yF. (3-52)

The product RS will be zero independent of the values of x and y.
This is assured since FF = 0. However, in the special case where Xy = 0,
the inclusion of F and F in the expressions for R and S is not necessary.
The simplified expressions for R and § may be obtained from Eqgs. (3-49)
and (3-50) as follows. First set k, = k; = 1, and k4 = k5 = 0. Then

R = 3%jF + %jF + %yF (3-53)
S = xyF + xyF + xyF. (3-54)
Since £y = 0, it may be added to Eqs. (3-53) and (3-54) to yield
R=xy4 %y ==x (3-55)
S=xy+ 3% =y (3-56)

Often % and y are time functions in the form * = ut, and y = vtp. If ¢,
and ¢, represent mutually exclusive instants of time or time intervals, the
product Xy will be zero. In general one may consider the product Xy as
a sum of products. For %y to be equal to zero, each term of the sum must
be zero. There is assurance that RS = 0, if each term of R contains the
variable F while each term of S contains the variable F, for then each
term in the expression for RS will contain the factor FF = 0. However,
if the product of any term in the expression for either X or y with all the
terms in the other is zero, then the F or F modifier (as the case may be)
may be eliminated from that term. For example, assume

X=k+I4+m+...

y=p+q+r+... (3-57)
where the letters on the right hand side of Eq. (3-57) represent functions
of certain variables. If, say, ky = 0, then R = (k + [+ m + ...)F may
be replaced by R = k+ (I+m+ .. .)F.

The characteristic equations of the T, the R-S-T, and the R~Sr
flip-flops will be derived next. From the truth table of the T flip-flop, its
characteristic equation is
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Fiyy = (TF + TF).. (3-38)

As in the case of the R-S flip-flop, one first constructs a truth table
showing the value of xF + yF for each possible configuration of x, y, F.
This time xF 4+ yF = TF 4+ TF. By a process of logical inference the
values of T may be obtained from the values of TF + TF. From columns
1,2, 3, and 5 of Table 3.13, the following equation for T may be obtained

T = %jF + xyF + xyF + xyF

= xF + yF. (3-59)

If £ = y, Eq. (3-59) may be simplified to
T=x (3-60)
. From the truth table of the R—S~T flip-flop, its characteristic equation

is
F..1 = (RSTF + RSTF + RSTF + RSTF),

= (RSTF + RSTF + RST).. (3-61)

Since, by definition, RS = ST = RT = 0, each may be added to Eq.
(3-61). A simplified expression, readily obtainable from a Karnaugh map
by selective inclusion of redundancies in a group (see Section 3.5.1.4), is

Fiy = (RTF + ITF + S)s. (3-62)

To obtain the input equations, one constructs a truth table, as before,
showing the value of xF + yF for each possible configuration of x, y, F.
This time xF + yF = RTF + TF + S);. The values of R, S and T in

TABLE 3.14

Fiy1 = (xF + yF),

x y F = (RTF + TF 4+ 8), R S T
0 0 0 0 ko 0 0
0 0 1 0 k1 0 kit
0 1 0 1 0 k2 ka*
0 1 1 0 k3 0 ka*
1 0 0 0 ks 0 0
1 0 1 1 0 ks 0
1 1 0 1 0 kg ke*
1 1 1 1 0 ks 0

»k, is the complement of k.
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TaBLE 3.15

Fiy = (XF"'}'F)z

x y F, = (RyF + SrF). Rr St
o o o 0 ky, 0
o 0 1 0 1 ky
6 1 o 1 k, 1
0 1 1 0 1 ks
i o o 0 k, 0
1 0 1 1 0 ks
1 1 0 1 ke 1
1 1 1 1 0 k.

-3

Table 3.14 may be obtained by inference from the values of RTF + TF +
S. The input equations are

R = ko ZF + ky ZF + ks SyF + kg xpF (3-63)
S = ky XyF + k3 xpF + k¢ xyF + ky xyF (3-64)
T = k %JF + k, 2yF + k3 %yF + kg xyF. (3-65)
Ifki=ko=ks=ke=1l,and ko =ky = ks =k; =0
R = xF
S = yF Case (1)
Ir=0.
fallk, =0
R=0
S =0 Case (2)
T = XF + yF.
Ifko=ki=ks=kr=1l,andky = ks =k, =ks =0
R =35
S = xy Case (3)
T = Xy.
Hko=ki=ks=ke=1,andks=ks=ks=k; =0
R =%
S = yF Case (4)

T = xyF.
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Ifk1=k3=ke=k7=l,andko:k2=k4=k5=0

R = XF
S =xy Case (5)
T = xyF.

In cases (1) and (2) the R-S-T flip-flop becomes equivalent to the R—S
and T flip-flops, respectively. In some instances the solutions called for
by (3), (4), or (5) may be simpler, i.e., require fewer combinational
circuits and/or fewer inputs per combinational circuit than that called
for by solutions (1) or (2). This is equivalent to saying that sometimes
the use of an R—S—-T type of flip-flop is more economical in the amount of
circuitry required to form its input signals than either the R~S or T
type of flip-flop.

From the truth table of the R,—Sy flip-flop, its characteristic equation
is

F¢+1 = (RTSTF+ RTSTF+ RTS1'F+ RTSTF)t

= (R¢F + StF). (3-66)

By a process now familiar, the values of Ry and Sr shown in Table 3.15
may be derived. The input equations are

Rr = ko%JF + %jF + koyF + 5yF

+ k4xpF + kexyF. (3-67)
Sr = k1XF + XyF + ksXyF + ksxjF
+ xyF + kyxyF. (3-68)
fhko=ki=ks=kr=1,andks = ks =k1 = ks =0
Rr = % (3-69)
Sr = y. (3-70)

The general input equations (3-69) and (3-70) for the Rr—Sr flip-flop
are equal to the input equations (3-55) and (3-56) of the R-S flip-flop
when Xy = 0.

3.7.3. DERIVATION OF SPECIFIC INPUT EQUATIONS FROM A KARNAUGH
MAP OF THE APPLICATION EQUATION

The flip-flop input equations for a particular application can be
obtained from a plot of the application equation (and any redundancies
that may exist) on a Karnaugh map. For example, if the difference
equation and redundancies are as follows
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F..1 = ABF + BCF + BCF + ABF 3-71)
ABCF = ABCF =0... 3-72)

their plot on a Karnaugh map would be as shown in Fig. 3.15.
(k marks a redundancy and may be assigned a checked or unchecked value).
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Fic. 3.15. Plot of the difference equation
Fy,, = ABF + BCF + BCF and the redundancies ABCF = ABCF = 0

Only those terms for which F is true appear in the left half of the map
while those for which F is true appear in the right. Therefore, the values
of x and y in the general application equation (3-43), are equal to the logical
sum of the checked squares (and X and j are equal to the logical sums
of the unchecked squares) in the left and right half planes respectively.
Substituting the values of ¥ and y obtained from inspection of the map
into the general input equations (3-51) and (3-52) of the R-S flip-flop
yields

R = (B + ABC)F
= (B + AOF (3-73)
S = BF (3-74)

3.7.4. DERIVATION OF SPECIFIC INPUT EQUATIONS FROM CONSIDERATION
ONLY OF CONDITIONS PRECEDING A CHANGE

The procedures described thus far for obtaining flip-flop input equa-
tions are inefficient because they consider all possible input signals to a
flip-flop rather than only those which produce an effect. Since a condition
which does not cause a flip-flop to change its state is irrelevant to its
operation, there is no need to include it as a term in any input equation.
Any such condition may be omitted by deriving the input equations in
the following manner. Consider and include only those conditions whose
existence at time ¢ cause a change in the state of a flip-flop at time ¢ + 1.
In the case of an R-S flip-flop, it is only necessary to include in the §
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and R equations those conditions which are to cause the flip-flop to
change from state 0 to 1 and 1 to O, respectively. For example, consider
again the three stage counter comprised of flip-flops: F3, F2, F1. We see
that flip-flop F! changes state every time. Therefore, Rl = F1, §1 = FL
Flip-flop F2 changes from 0 to 1 when either F3F2F! or F3F2F1 is true.
Therefore, S2 = F2F1. The change from 1 to 0 occurs when F3F2F! or
F3F2F! is true. Therefore, R2 = F2F1. F3 changes from 0 to 1 only when
F3F2F1 s true, so S3 = F3F2F1, and from 1 to O only when F3F2F1is true,
so R3 = F3F2F1, Actually, it is not even necessary to have two sets of
columns, one for time ¢ and one for time ¢ + 1. The different rows can
be written in a sequential order, i.e., if the contents of any given row are
taken to represent the state of a group of elements at time ¢, that of the
row above may be considered to represent the state at time ¢ — 1 and that of
the row below it the state at time ¢ + 1. In short, succeeding rows corres-
pond to succeeding instants of time. There is the additional convention
that, when lower rows indicate later instants of time, one proceeds from
the bottom row back to the top row. With this arrangement, the input
equations for each flip-flop may be determined by scanning each column
from top to bottom (in that order) and noting all the conditions of all the
flip-flops just prior to a change of the flip-flop being considered. In the
case of a trigger flip-flop, the logical sum of all these conditions represents
the input equation. In the case of the R—S flip-flop the logical sum of all
those conditions preceding a change from O to 1 represents S and the logical
sum of those preceding a change from 1 to O represents R.

There are times when a set of flip-flops may go from any given state
to either of two other states depending on the presence of external control
signals. For example, the value of a counter may be either increased or
decreased by a single increment each time a count command is received
in accordance with whether the command says count-up or count-down.
The way to derive the conditions for the count-up logic has already been
described. The count-down logic is obtained in a similar manner, the
difference being that each column is scanned from the bottom row to the
top and the bottom row follows the top row. The logical product of
the count-up logic and the count-up command is formed, and so is the
logical product of the count-down logic and the count-down command.
The logical sum of these two products represents the inputs to the flip-
flops for the combined up—down counter action.

Another example will be provided here of how the input equations
for a flip-flop may be determined directly from consideration of its func-
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tion. Assume that we have a set of flip-flops: A%, 43, 42, A* whose con-
tents at time ¢, are given by Ky, K3, K., K, where each K, may be either
0 or 1. It is required that the contents of this register be made available
by examination of 4! at four successive instants of time. This requirement
can be met if the contents of each flip-flop are shifted one place to the
right each time a shift command, C,, appears. The contents of the flip-
flops at four successive instants of time are shown in Table 3.16.

TaBLE 3.16
At A3 A2 Al
t, K, Ky K, K,
ty — K, K, K,
1 — - Ky Ky
ty _— —_ —_ K,

If the contents of A! are to be inspected only during the interval ¢,
through ¢, it is irrelevant whether 4* is set to 1 or to 0 upon receipt of
the first shift command. From consideration of Table 3.16, it is apparent
that if an RS type of flip-flop is used

S4 =... 8§3 = A4C,
R4 = ... R3 = A4C,
$2 = A3C, S1 = 42C,
R2 = 43C, Rl = 42C,.

In this case, even the construction of the simple table is not necessary,
for the verbal statement of the requirements clearly indicates the nature
of the flip-flop input equations.

3.7.5. DyNamic Frip-FLoPs

The basic bistable active storage device utilized in ac coupled systems
of circuit logic (described in Chapter 4) is the so-called dynamic flip-
flop, sometimes referred to as the regenerative or ac flip-flop. Schematics
of dynamic flip-flops are shown in Figs. 3.16(a),’(b), and (c).



86 3. BOOLEAN ALGEBRA

Output R S

Unit

(c)

Fic. 3.16. Dynamic flip-flops: (a) set-reset type, (b) trigger type,
(¢) set-reset—complement type. [Amp denotes an amplifier. Inv denotes an
inverter which amplifies and complements a signal. The unit delay is
provided by an electromagnetic delay line].

The set reset type of dynamic flip-flop shown in Fig. 3.16(a) is set
to the 1 state by applying a set pulse, S, to the 1 input line. As a result
of the recirculation loop, a sequence of pulses (separated by a one pulse
period delay) will be produced at the output. This condition of dynamic
equilibrium may be used to represent a 1 state. The O state may be
produced by closing the AND gate (see Section 4.2), thereby terminating
the recirculation. This is done by making R false. In another scheme, the
signal R is applied to an inhibitor used in place of the AND gate. A state-
ment of conditions necessary to produce and maintain the 1 state is

Ay =S+ RA;

where i+ 1 and i are used to distinguish between the outputs of the
amplifier at times i + 1 and i. Instead of using an amplifier to maintain
pulse shape and amplitude, an AND gate controlled by clock pulses could
be inserted in the loop ahead of the or gate. In this case, a pulse applied
to the 1 input line must be at a time such that, after passing through
the delay unit, it arrives at the clock gate in coincidence with the next
clock pulse.

The trigger type of dynamic flip-flop shown in Fig. 3.16(b) is designed
to change state each time a trigger pulse T is applied. The input—output
relation expressed in Boolean algebra is
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Ay = AT+ AT

which states that if the flip-flop is in the off or O condition designated by
A, a trigger pulse T will turn it on. It will stay on as long as another T
pulse is not applied, i.e., as long as the condition AT exists.

The set-reset-complement type of dynamic flip-flop shown in Fig.
3.16(c) combines features of the set-reset and the trigger types. The in-
put—output relationship is

As’+1 =S + A;T + A,‘TR.

This states that an S pulse will set the flip-flop to the on condition. If it
is off, a trigger pulse T will set it to the “on” condition. Once on, it will
remain in this condition until a trigger or reset pulse is applied.

3.8. Sequential Switching Networks

As stated earlier, a sequential switching network is formed from
switching elements and storage elements. As a prelude to considering
what is required to completely specify at any given time the condition
or state of the network, certain assumptions will be stated. Since the
constrained logical behavior rather than the complete circuital behavior
of such networks is of interest here, it will be assumed that the condition
of the network will be observed only at discrete times, when the network
is in the steady state, and that input signals are applied and output signals
produced only at these discrete times. Another assumption, implicit in the
nature of digital elements, is that a given element always produces pre-
cisely the same response to a given stimulus. For example, if all inputs
to an AND gate have the value 1, the output of the gate will be 1. The
appearance of a proper signal at the input to a trigger flip-flop will cause
the flip-flop to change to its complementary state. It is apparent that a
sequential switching network, which is an integrated collection of discrete
valued stimulus response devices, can be considered as a single large
behaviorial device, i.e., as an organism,

A complete behavioral description of the organism described is given
by enumerating all the distinguishable states which it can assume, and
the permissible transitions from any given state to other states. At any
time of observation, the functional state of the organism is completely
described by a statement of the current state of each storage element. If
the organism has a total of m bistable storage elements, then it is capable,
at most, of exhibiting 2™ distinguishable states. The state which the
organism will assume after any given state, a, depends on its internal
structure, i.e., the way in which its storage and switching elements are
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interconnected, where lines that will carry input signals from external
sources are connected, and the signals present on the input lines at the
time the organism is in state a.

Of course, the function of an organism like a sequential switching net-
work is not merely to assume a number of distinguishable stable states.
It is designed to produce certain useable output signals. These output
signals usually take the form of the output of certain combinational cir-
cuits or the states of specified storage elements in the network. The
preceding discussion may be clarified by reference to Fig. 3.17. It indi-

Input Output

lines | . lines
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B
1

=

|

EaEE=a

Fic. 3.17. Model of a sequential switching network. (F = storage element,
C = combinational circuit)

cates the internal structure of a sequential switching network, and also
the lines that convey input signals from external sources as well as those
on which specified output signals appear. The network consists of m
bistable storage elements F!, F2, . .. F™ and a number of combinational
switching circuits C!, C?, . . . C" Some of the input lines are used as
inputs to the combinational circuits while others may be coupled directly
to the input lines of the storage elements. However, there is no loss of
generality if it is assumed that all the input lines are coupled only to
combinational circuits. The other inputs to a combinational circuit come
either from the outputs of specified storage elements or of combinational
circuits. The inputs to the storage elements come either from the outputs
of other storage elements or from the outputs of the combinational cir-
cuits. Again, there is no loss of generality if it is assumed inputs to the
storage elements come only from the outputs of combinational circuits.
The output lines may be coupled either to the outputs of specified com-
binational circuits or storage elements.
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The logical state of a sequential network in the steady state may be
described in terms of the states of its storage elements. For convenience,
we will sometimes use the term “superstate” to emphasize “logical state of
all internal storage elements of the network.” When the context permits,
sometimes the term “state” will be used interchangeably. The superstate
that exists at time / is a function of the following

(1) The superstate at time i — 1

(2) The external inputs received by the network at time i — 1

(3) The structure of the network (which defines the sequence of

permissible superstates).
For a network of m storage elements in which all 2™ possible superstates
are allowed, during a sequence of » transitions one of (2™)" possible super-
state sequences will be generated. With like inputs, the superstate follow-
ing a particular superstate will always be the same. This quality of exact
repeatability is an important characteristic of digital machines. It means
that in the solution of a given problem, a digital computer should always
pass through the same sequence of superstates, and produce the same
solution. If it does not, one knows that something is amiss. This is a
property that can be utilized in error detecting techniques (see Chapter 9).

Fic. 3.18. Superstates and permissible superstate sequences of a
sequential switching network

Figure 3.18 illustrates how a sequential network advances from one
superstate to another. Each encircled letter designates a particular super-
state which, we recall, refers to a particular state of all the storage ele-
ments F!, F2, . . . Fm In this example, it is assumed that there are only two
input lines, 4 and B, and that at any specified instant, any of the four
possible input signal combinations: 00, 01, 10, or 11 may be present.



90 3. BOOLEAN ALGEBRA

The directed line segments and their associated numbers define the struc-
ture of the network, for they indicate to what superstate a particular
superstate will advance when given input signals are received. In general,
not all input signals will cause a change in a superstate. Only those input
signals are shown which cause the network to advance from one super-
state to another. In the example, when the network is in superstate a,
any of the four possible input signal combinations will cause it to advance
to another superstate. However, when the network is in superstate e, it
can advance to another superstate, namely j, only if 4 and B have the
values 1 and 0, respectively.

Some comment is in order here on the subject of the two basic modes
in which a sequential network may be made to operate. One is termed
synchronous operation and the other asynchronous. In synchronous
operation, switching action can occur only at distinct times. These times
are specified by uniformly spaced pulses received from a generator re-
ferred to as a clock. By combining all switching signals in AND combina-
tions with clock signals, no switching action can occur except at times
when clock signals are present. On the other hand, an asynchronous sys-
tem is free-running. An asynchronous network may advance from its
present superstate to another when signals are generated indicating that
the transition from the preceding to the present superstate has been com-
pleted. These signals are generated by the network itself. The topic of
synchronous and asynchronous operation will be discussed in Chapters 4
and 7.

The preceding description of the mode of operation of a sequential
network leads, at least in principle, to a procedure for synthesis. We begin
by assuming an arbitrary initial superstate for the network. Then we must
specify, for each possible combination of superstate and input configura-
tions, the output configuration to be produced and the succeeding super-
state. This process is repeated until all allowable superstates have been
specified. In practice, the network will be closed in the sense that it
should be possible to go through some path from any superstate to any
other. The structure of the network shown in Fig. 3.18 is such that this
will be so.

3.8.1. MINIMIZATION OF STORAGE ELEMENTS IN A SEQUENTIAL NETWORK

Circuit analysis and synthesis procedures described by Huffman [1954]
and Mealy [1955] allow one to minimize the number of storage elements
required in a sequential switching network. However, they do so without
concern for the number of switching elements required.
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A little reflection indicates that the total number of storage elements
required to perform some complex function or series of operations will
depend on how many different storage configurations (superstates) are
required during the course of these operations. In essence, the Huffman—
Mealy method provides a formalized method for reducing the number of
these configurations to a minimum. The method consists essentially of
a procedure for eliminating unnecessary states. This is possible when the
function of the network is so stated initially that a direct translation
to a truth table produces one or more equivalent states.

One state is equivalent to another state if, for all possible configu-
rations of input signals that may be presented at a time, the same outputs
are produced and the two states advance to the same state. A procedure
for detecting and eliminating equivalent states is as follows: 1) Con-
struct a table in which all states are represented symbolically and which
shows the state at time n + 1 and the outputs at time n as a function of
the state at time »n and the inputs at time n. 2) From this table of states
form one or more sets of states in which all members of a set produce the
same configuration of output signals in response to each of the possible
input signal configurations, and assign a number to each set for identifi-
cation. 3) Determine and list the assigned number of the set to which each
state advances for all possible input configurations. 4) From each set in
which there are now states that do not produce the same set of output con-
figurations as other members of the set, form two or more new sets by
grouping those states which do. 5) Repeat steps 2, 3 and 4 until no addi-
tional sets can be formed. At this point, all states in any one set are
equivalent and may be replaced by a single state. The total number of
states required is the number of sets formed. A simplified table of states
can be produced now, and from it one can generate difference equations,
flip-flop input equations and output equations.

If for any state one or more output signals are undefined, or there
are configurations of input signals for which the next state is undefined,
these undefined items may be assigned any value necessary to establish an
equivalence.

Let us consider now the effect that the number of originally specified
states has on the reduction process. For example, suppose there are 192
states. In this case, a reduction of 65 states (to 128) is required to
save one flip-flop. If 130 states were called for originally, a reduction
of only two states is required to save one flip-flop. Since the number of
states that can be represented by n flip-flops is 27, and since 2 — 27!
increases with n, the maximum number of states to be eliminated to save
one flip-flop depends on the particular interval in which the originally
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specified number of states falls. However, regardless of the magnitude of
this number, an elimination of some states will generally reduce the amount
of combinational circuitry.

The Huffman-Mealy method does not guarantee an optimum network,
since

(1) The network with the fewest storage elements is not necessarily
the most desirable, when other considerations, such as the number of
switching elements, are taken into consideration.

(2) It provides no indication of how the different states should be
represented by the flip-flops for the switching network to be minimal.
(In other words it is no substitute for ingenuity)

(3) It cannot be guaranteed to give the smallest number of states
unless there are no redundancies present in the network.

In regard to item (1), there are times when one may wish to use more
than the minimum number of storage elements—for example, to realize
savings in the number of switching elements, to simplify visualization of the
function of the flip-flops (as an aid to maintenance), to facilitate a future
expansion. The trade-offs possible between storage and switching elements
are referred to in subsequent chapters. For example, in Section 4.2.7 there
is a description of how additional flip-flops can be brought in to reduce
the number and/or complexity of the combinational circuits. As indi-
cated in Section 7.5, if 2* rather than n flip-flops are used to generate 2"
distinct states (i.e. if a non-weighted code is used) so that particular
flip-flops may be associated with particular classes of functions, the out-
puts of the flip-flops can be connected directly to gates without the use
of intervening decoding and encoding switching networks (see Section 4.8).

If the magnitude of the simplification process becomes excessive, one
can construct a computer program, incorporating the Huffman-Mealy algor-
ithm or its equivalent, which can accept a functional description of a
sequential network and from it proceed through the operations required to
automatically produce tables of states, difference equations, flip-flop input
equations and network output equations.

3.9. The Advantages of a Boolean Algebraic Description
of a Digital Computer

At this point, let us review the nature of a digital computer for the
purpose of showing why it may be described by Boolean algebraic equa-
tions, and the advantages that may be derived from such a description.
We recall that a digital computer is composed principally of switching
and storage elements. (Other physically essential elements of a nonlogical
nature will be described in Chapter 4). A statement of the permissible
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superstate sequences a computer can assume, in terms of the requisite
conditions for transitions of superstates, is readily made by a Boolean
algebraic description. This description implies how the elements are inter-
connected. For a network whose storage elements are all of the active type,
this description is provided by the flip-flop input equations. In a practi-
cal computer, with a large capacity main store comprised of passive storage
elements and, perhaps, delay line registers, the description must also in-
clude input equations for the record stations. (See, for example, those
in Section 7.6.3). In a transition between two superstates, only a small
number of bits is recorded into or read from the main store, and by means
of a small set of recording and reading stations. This greatly simplifies
the logical description of a machine, for the input signals from the main
store to the active storage elements contain only the small set of signals
from the reading stations and the input signals to the main store consist
of the input signals to the small set of record stations.

The basic reasons why Boolean algebra is well suited for the descrip-
tion of a binary (or binary coded) digital computer are: It is easy to
equate the two values of the binary number system to the two values of
Boolean algebra. In a binary machine all signals whether representing
arithmetic, logical, or control operations have to be specified only to the
extent of existing or not. All the conditions to be met for signals to occur
at prescribed times and places may be included in a Boolean expression
and an equivalence established between the truth values of the expressions
and the occurrence of the signals.

Although the use of Boolean algebra has certain limitations in the
design of digital computers, it is a tool of major importance offering many
significant advantages. Its use in preliminary design (with or without
auxiliary block diagrams) permits a general description of switching opera-
tions without the use of circuit schematic diagrams, thus enabling the
designer to focus his attention on logical organization. At the same time
it enables him to move freely from the level of logical organization to
that of electronic embodiment. Another important group of advantages
follows from the fact that it provides formalized methods which, from an
initial formulation, can generate all equivalent forms and alternate mech-
anizations. One of these may then be chosen on the basis of such criteria
as a minimal number of circuit components, a minimal loading of circuits,
the use of terms already developed elsewhere in the machine, fewer con-
nections, etc. Often the economy is realized from the elimination of implicit
redundancies in the original formulation of the switching function. At
other times a simplification may result from the fact that a Boolean
description facilitates the inclusion of certain nonallowable states as well
as intentional redundancies for the purpose of improving reliability.
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In Section 7.7 there is a description of the use of Boolean algebra as
an aid to 1) automating many tedious aspects of computer design—for
example, circuit loading computations and the generation of wiring tabu-
lations (used in place of wiring diagrams), 2) constructing simulation
programs for testing a new design, 3) utilizing time-sharing techniques
(which permit not only savings in components but can aid the equalization
of circuit loading since various functional requirements can be distributed
in a number of ways among time-shared flip-flops).

A Boolean algebraic description of a preliminary design affords a
convenient indication of where there are deficiencies in the design and
how they may be corrected. Also, the fact that Boolean algebraic equa-
tions representing specific functions can be easily separated out and studied
independently (except possibly in the case where there is considerable
time-sharing) aids in the understanding of a machine’s operation and
simplifies maintenance.

In the synthesis of a digital computer, there must be generated a
description of the machine in terms of the types of elements and circuits
to be used for the entry, storage, and processing of the data, and for the
display of solutions, and the way in which all these elements are to be
organized, i.e., interconnected, into an integrated system for accomplish-
ing certain objectives. This latter task is often referred to as logical design.
The term, unfortunately, is sometimes interpreted to mean simply the
writing of a description of a machine in terms of logical, i.e., Boolean
algebraic, equations. However, this is only one phase of logical design.
It begins with the conception of the general structure of a machine for
satisfying specified requirements. This conception does not occur in the
form of Boolean algebraic equations, but rather in terms of an arrange-
ment which by experience and native skill a designer senses to be optimum
for the purposes he has in mind. The derivation of this arrangement is
based on the functional specifications, usually in terms of verbal state-
ments, and is aided by preliminary organizational descriptions in the form
of information flow block diagrams. After the general organizational
structure has been outlined, a description of the machine may be written
in terms of Boolean algebraic equations. If the original conception is
not well thought out, simplification of the Boolean description will not
relieve all its ills. Actually, the use of Boolean algebra is not even neces-
sary to the design of a digital computer. Many of the early large digital
computers were designed without its aid. However, Boolean algebra is an
important tool which simplifies the description of a digital computer and
provides the other advantages which have been referred to earlier. In
addition, its use, in general, stimulates and facilitates the creation of
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more sophisticated designs, i.e., those providing more efficient utilization
of switching and storage elements.

3.10. Clock Pulse Generators and Timing Circuits

When establishing an equivalence between the two values of Boolean
algebra and the physical states of various electrical or mechanical devices,
a practical problem presents itself. Physical devices cannot instantaneously
change their state because of mechanical inertia or electrical capacitance
or inductance. For example, in passing between open and closed states,
there is a time interval during which there is uncertainty as to which state
a relay is in; elements like vacuum tubes, transistors, diodes, cannot be
switched- between states of high or low conduction without passing
through intermediate states whose duration is determined by the electrical
capacitance and inductance of these elements and the circuits in which
they are incorporated. One way to bypass this difficulty is to specify that
the states of circuit elements will be inspected only at discrete times when
the elements can be considered to have reached steady states.

It is convenient, for purposes of synchronization and logical organi-
zation, as well as for the reason stated above, to provide a clock, con-
sisting of uniformly spaced electrical signals which are continually gen-
erated by some device within the system. The clock signals define discrete
time intervals and the gates are so designed that there is ample time to
complete a switching action during the clock interval. One way of using
the clock to control all switching operations in a computer is to combine
the outputs of all combinational circuits in an AND gate with the clock
signal. Then, a clock signal must be present in order for any of these
circuits to produce an output.

Sometimes there is a requirement for a multiplicity of clock pulse
trains, all of the same frequency, which are so phased that none of the
pulses of one train are time coincident with those of another train. All
of these pulse trains may be generated by a single source, referred to as
a multiphase clock. A multiphase clock is used in a number of computers,
e.g., the SEAC, and is also required for driving certain types of magpetic
core logic circuits (see Chapter 4).

A number of distinct time signals can be generated by means of a
binary counter (see Section 6.1.1) activated by signals from a clock gen-
erator. Signals from this clock pulse counter can be used to specify when
prescribed switching operations are to occur. For example, if it is desir-
able that the output, X, of a combinational circuit be capable of influenc-
ing some other circuit only at time, Ts, then K is combined in an AND
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gate with a signal that is true if, and only if the counter indicates time T,
and the output of this gate is used as the input to the circuit in question. A
clock pulse counter does not necessarily have to count in a conventional
way (see Section 6.1.1.6).

A device for converting an input pulse train whose pulses may occur
at random times into an output pulse train of the same average pulse
rate, and with a fixed interval between pulses, is termed a synchronizer.
To operate correctly, it must have timing pulses whose separation is less
than that of any two input pulses. This insures the occurrence of a timing
pulse between any two data pulses. Considered functionally, a synchronizer
is a memory device in which a data pulse is read in at an arbitrary time,
and always read out at a specified time, namely, upon the occurrence of
the next timing pulse. Once a pulse has been read out, subsequent timing
pulses have no effect on the circuit until after a new data pulse has been
read in. As the name implies, a synchronizer is utilized to synchronize
external inputs with a system’s internal signals. It is a specialized case of
a buffer register (see Section 4.9).

It has already been noted that in synchronous systems, information
can be sensed only during the coincidence of a clock signal with informa-
tion signals. Also, there is a fixed phase relationship between the clock
signals and the information signals. For example, when a magnetic disk or
drum is used as a storage medium, the clock signal is usually generated
from a track on which uniformly spaced signals have been recorded.
Since the information bits are recorded on the same surface, the proper
phase relationship is maintained between the information bits and the
clock bits, even if the angular velocity of the surface varies. In other sys-
tems the phase and frequency of the information bits may be determined
by an independently generated clock signal. In still other systems it may
be inconvenient or impossible to use an independently generated clock
signal. In these systems the clock signal may be derived from the infor-
mation bits themselves by means of a circuit referred to as a phased
clock pulse generator. Such a circuit is described in the article by L. D.
Seader [1957] listed in the bibliography of Chapter 5.

3.11. Subdivision of the Computer Synthesis Problem

The general method of sequential network synthesis referred to in
Section 3.8 would, in practice, be unwieldy for machines requiring a great
number of switching and storage elements. In the design of large, general
purpose, stored program computers, it is convenient to subdivide the over-
all design problem into the problem of designing a number of smaller units
which correspond to the major functional units of a general purpose com-
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puter which were described in Chapter 2, namely the main storage, the
arithmetic unit, the input equipment, the output equipment, and the
control unit. There are, of course, many forms which each of these units
can assume, both as a result of the particular circuitry used, and the
logical arrangement of this circuitry. Chapter 4 is devoted principally to
a description of the different sets of circuits that have been used as the
logical building blocks of present-day digital computers, and Chapter 5
describes the major types of physical realization of large capacity storage
units. Chapter 6 describes a large number of logical arrangements, and
circuit mechanizations that could be employed to implement various arith-
metic and control processes, e.g., synchronization, counting, addition, sub-
traction, multiplication, division, comparison, etc. In Chapter 7, the
pertinent characteristics of storage and arithmetic units are reviewed, and
a description of the control unit design problem is provided to aid in an
appreciation of the problems of computer synthesis. The important con-
cept of time-sharing is introduced to show how its use permits a reduction
in the amount of equipment required for a computer (at the cost of a
reduced speed of operation). Finally, the logical design of two computers,
one employing a static and the other a dynamic type of main store is
derived. These designs also illustrate that it is not always necessary to
sharply subdivide a machine into separate compartments for the opera-
tions of storage, arithmetic, and control.
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4. Circuit Descriptions of Switching and

Storage Elements

In Chapter 3, the concept of a switching function and switching net-
works was introduced, and it was shown how sequential networks could
be formed by a combination of storage elements and combinational
switching networks. There are many physical elements available for the
realization of both of these functions. Often, the same physical element
can be utilized for switching, storage, and auxiliary functions such as
power amplification by incorporating it into appropriate circuits. For
example, vacuum tubes, transistors, and magnetic cores may all be used
in both switching, storage, and amplification circuits. In this chapter
descriptions will be provided of the most prominent of these circuits.

The functioning of switching networks and of complete digital com-
puters can be appreciated even with a very limited knowledge of circuitry.
However, a certain amount of circuit description will aid both in providing
a better over-all orientation with respect to the subject and also a better
appreciation of the problems associated with physical systems as con-
trasted to idealized systems of perfect elements. Whereas ideal elements
can be interconnected without restriction, real elements cannot. Accord-
ingly, different types of physical elements impose different restrictions on
the logical arrangement of switching networks.

There is no attempt in this chapter to provide an exhaustive treat-
ment of either switching or storage circuitry. This not only would con-
sume an inordinate number of pages, but is unnecessary for the main
purpose of this book, namely a presentation of the fundamentals essential
to an understanding of the design and capabilities of digital computing
machines. There is another cogent reason for limiting the discussion of
computer circuitry. New components and techniques for their utilization
are appearing on the scene at an amazing rate, and many, if not most,
of the circuits common a few years ago have now been replaced. Most of
the earlier machines used vacuum tubes, both as switching and storage
elements. The first major change in a sequence of changes still continuing
occurred when vacuum tube switching elements were replaced by semi-
conductor diodes. This was the situation when the writing of this book

100
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was undertaken. Now, vacuum tubes have been replaced almost com-
pletely. Present machines utilize semiconductor diodes, tramsistors, or
magnetic cores as switching elements, and transistors and magnetic cores
as storage elements for small quantities of data. High speed and medium
speed large capacity storage systems, described in Chapter 5, now almost
universally use arrays of magnetic cores, and the surface of a magnetic
drum or disc, respectively. Among more recent elements to appear, and
which hold promise for faster switching and storage, are those that operate
by exploiting the switching action between superconductivity and normal
conductivity obtainable with certain materials at temperatures near abso-
lute zero. Superconductive switching elements are described in Section 4.6
while superconductive storage elements are described in Section 5.4.
Some other elements that have been investigated for computers operating
beyond 100-Mc are described briefly in Section 4.7. Emphasis is placed
on semiconductors (diodes and transistors) and on magnetic core devices
because of their dominant position at this time. However, the principles
and techniques of utilizing switching and storage elements that are pre-
sented should be helpful in exploiting new devices that may appear.

4.1, Systems of Circuit Logic

A compatible set of switching and storage circuits, adequate for the
realization of any sequential switching network that may be called for
in a digital computer is termed a system of circuit logic. In designing
a digital computer, considerable effort is usually directed towards forming
a system of circuit logic from a small set of standardized circuits. This
yields a saving in engineering design effort and in the cost of manufacture,
equipment maintenance and spare parts inventory. Several systems of cir-
cuit logic have been developed to date and some of the most outstanding
ones will be discussed here. Among the items that must be considered
when designing a set of circuits are: the selection of voltages or currents
to represent the binary signals in various parts of the system, the design
of circuits capable of a specified speed of response, the specification of
permissible loading on the various circuits. In connection with the first
item it should be remarked that whereas one set of voltages or currents
may be used to represent the binary signals in one part of the system,
others may be used in other parts of the system. The permissible loading
on the various circuits is of considerable interest to the logical designer.
Ideally, he would not like to have any restrictions placed on the inter-
connection of logical elements. When circuit considerations impose such
restrictions he may have to reformulate his set of logical equations to a
form realizable by the circuitry to be used. In general, for a given set of
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building blocks, there is specified a set of restrictions on the permissible
interconnections of the elements in the set. These restrictions are due
principally to time delays introduced by various circuits, circuit inter-
actions, and waveform degradations caused by passing through certain
chains of elements.

The systems of circuit logic described in this chapter are classified
under the headings of vacuum tube, transistor, and magnetic core sys-
tems. In each category, a number of different types of circuits and
modes of operation are presented. However, certain arrangements can be
used with more than one type of physical element. For example, the ac
(dynamic pulse) system and the dc (asynchronous) system are described
under vacuum tube systems because they were first developed using
vacuum tube circuits and these vacuum tube versions are currently in
operation. An ac system, originally based upon a combination of diode
switching networks and a particular configuration of vacuum tube pulse
amplification and regeneration circuits, can also be built with a similar
set of transistor circuits. A dc system can also be constructed using transis-
tors. At the University of Illinois Computer Laboratory, work is in progress
on an asynchronous dc computer system which will use transistor circuitry
and be approximately 100 times faster than the earlier ILLIAC computer.

There are a number of systems of circuit logic in which the combina-
tional switching circuits are comprised of AND and oRr circuits formed
from semiconductor diodes, in a type of circuit referred to as a gate.
These gates are widely used not only in computers but also in many
specialized data processing units such as analog-to-digital converters and
other peripheral equipment. Because of their wide application, diode
gaiing circuits will be discussed separately in the sections following.

4.2, Gates

The term “gate” is often used for any of the elemental switching circuits
of which combinational switching networks are composed. The term
originated in electrical circuit terminology. The signals produced on an
output line of a switching circuit were considered to be the signals on
one of the input lines which had been permitted to pass through (i.e.,
gated) provided specified control signals were present on other input
lines.

In so-called dc systems, the signals consist-of two specified voltage
levels. In ac systems, the signals consist of the presence or absence of
a voltage pulse (of either polarity). There are also “mixed” systems where
some of the signals are represented by pulses and others by voltage levels.
Gates can be formed of either active elements, e.g., vacuum tube diodes,



4.1. SYSTEMS OF CIRCUIT LOGIC 103

triodes, multigrid tubes, or transistors, (all capable of amplifying signals)
or from passive elements such as the diodes described in Section 4.2.1.

Among the most commonly encountered gates in digital computers
are those that correspond to the Boolean AND and oOR operators. In elec-
trical circuit terminology the term “buffer” or “mixing circuit” is used
for an or circuit, and the term “coincidence gate” is used for an AND
circuit. However, the term ‘“gate” when used alone usually refers to a
“coincidence gate”.

An AND gate will produce a signal on its output line, if, and only if,
there is a signal present on all inputs, of which there may be two or more.
Some of the most widely used representations of AND gates are shown in
Fig. 4.1. The representation on the left will usually be used in this text.

B O =

AND gates

§ ot~ 4> 4=p—
OR gates

Fic. 4.1. Functional representations of AND and OR gates

The dashed lines indicate that there is no restriction relative to the sides
to which input lines may be directed. There will also be no restriction
relative to the side from which the output line may emanate. The
equivalence of the electrical circuit viewpoint and the Boolean algebra
viewpoint relative to a gate may be described with reference to this symbol.
In electrical circuit terminology, it is said that a gate permits a train of
pulses to pass from one of its inputs to its output provided specified sig-
nals (referred to as control signals) are present on the other input lines.
In Boolean descriptions, 1 can be assigned to the presence and O to the ab-
sence of a signal. In Fig. 4.1 if B (assumed to be the control signal)
has the value 1, the output C = AB is equivalent to C = A. Therefore,
the control signal B can be conmsidered to let the input signal 4 pass
through to the output.
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An or gate will produce a signal on its output line if there is a signal
present at one or more of the inputs. Some of the most widely used
representations of or gates are shown in Fig. 4.1. The representation on
the left will be used in this text. In electrical circuit terminology, the
term “mixer” or “mixing circuit” is used to indicate that this type of
circuit can be used to convert noncoincident trains of pulses on two or
more lines to a single train of pulses on another line.

4.2.1. DiopE GATING CIRCUITS

Diodes are two-terminal devices exhibiting the property of rectification,
i.e., the amount of current that passes between the two terminals depends
not only on the amplitude of the voltage applied, but also on its polarity.
The “ideal” diode represents an open or a short circuit depending on the
polarity of the voltage applied. Among the more common diodes are
vacuum tube diodes and those formed from semiconductors like selenium,
germanium, and silicon. Because of their relatively large bulk, power
consumption, and circuitry requirements, vacuum tube diodes have been
completely replaced in digital computer circuits by semiconductor diodes.
The latter are small, do not require the continuous dissipation of power
as do the filaments of a vacuum tube, and have very simple circuit
requirements. Selenium diodes are limited by their relatively slow switch-
ing action to frequencies less than 50 Kc. Germanium and silicon diode
gates are operable at frequencies in the megacycle range, the attainable
frequency of operation being a function not only of the diode’s characteris-
tics, but of the circuit in which it is incorporated.

The equivalent circuits of all the diodes discussed may be represented
as shown in Fig. 4.2. In these schematics, (a) represents the equivalent
circuit when a potential is applied in the forward direction, and (b) repre-

Forward
current
I/* V+ v- V-
rLl FI]_ Forward
< < It
Re$ Cr Ry Gy Reverse voltage voltage
1_{1 1_!_T
V- V- vt Vad
Reverse
(a) (b) current
Fi6. 4.2, Equivalent circuits of a F16. 4.3. Typical voltage—current

semiconductor diode characteristic of a semiconductor diode
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sents the equivalent circuit when a potential is applied in the opposite
direction. Figure 4.3 shows the flow of current in a semiconductor diode
as a function of the magnitude and polarity of the applied voltage.

Both AND and oR gates may be physically realized by means of simple
circuits utilizing diodes and resistors. The operation of these circuits
depends upon the fact that when a voltage of one polarity is impressed
across the terminals of a diode, it exhibits a very high resistance, R,,
(the so-called back resistance) and when a voltage of opposite polarity
is applied, it exhibits a very low resistance, R, (the so-called forward
resistance). Figure 4.4 shows a schematic of semiconductor diode circuits
that are used to realize AND or or gates. Though only two inputs are

A B
A A+8B
5 A+B
V-
(a) + -
V¥ >Va>Vi>V
V#
4 —Jano}— 42 “
B
A B
(b)
Block diagram Diode circuit

Fic. 4.4. Single level gates

shown for each gate, additional inputs can be accommodated simply by
adding diodes in parallel. The circuits shown are intended to work with
binary signals represented by two positive voltage levels. These voltages
may be termed V; and V,, where the subscripts stand for high and low.
In Fig. 4.4(a) if a voltage of magnitude ¥V, is applied to both inputs, each
diode exhibits a high resistance which allows only a negligible current
flow through the resistor. Therefore, the output voltage will be low. If V,
is applied to one input and V; to the other, the diode connected to the
input carrying ¥, exhibits a low resistance while the other diode exhibits
a high resistance. The net effect is that a substantial amount of current
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can flow through the resistor to the terminal where V, is applied. Since
a diode conducting in the forward direction has a very low resistance, the
voltage drop across it is negligible compared to the drop across the resistor,
and therefore the output voltage will be approximately equal to V. If V),
is applied to both inputs, the voltage drop across the two forward con-
ducting diodes in parallel is negligible so that the output voltage will be
approximately equal to V,. To summarize, the output voltage will be
approximately equal to V', whenever a voltage of magnitude V, is applied
to one or both of the inputs. If it is specified that V', represents 1 and V;
represents 0, this circuit represents an or gate. The operation of the AND
circuit shown in Fig. 4.4(b) may be explained in a similar manner. In
both of these circuits, if two negative, instead of positive, voltage levels
are used, the AND gate for positive signals becomes an or gate for negative
signals, and the or gate for positive signals becomes an AND gate for
negative signals.

The problems of design in diode gating circuits are simple in prin-
ciple. However, in actual practice they can become rather involved,
especially in multilevel networks (described in the section following).
Essentially the problem consists of specifying the two voltage levels
corresponding to the values of a binary variable, selecting the two supply
voltages, ¥+ and ¥, and then determining resistor values such that the
correct output voltage is produced for all possible combinations of input
voltages. Also, a particular type of diode must be selected from the large
number of different types available. The selection of operating voltages
and diode types are not independent. For example, the reverse voltage
(i.., an applied voltage of polarity such that the diode exhibits a high
impedance) that can be applied across a diode before it breaks down, the
so-called breakdown voltage, varies with diode type. Also, although the
characteristic curve shown in Fig. 4.3 is typical of many semiconductor
diodes, there are some variations in the shape of the curve as well as the
scale of the coordinates for different diode types. Another important fac-
tor in the design of high-speed circuits relates to the maximum rate at
which a particular type of diode can be switched between states of high
and low current conduction.

The preceding description of a diode gate circuit assumed not only
the use of ideal diodes, but also the use of dc voltages for input signals
and a no-load condition at the output of the circuit. The effect of nonideal
diodes and loading will be considered in the description of multilevel
gating circuits which follows.

4,2.2. MULTILEVEL GATING CIRCUITS

As described in Chapter 3, in the synthesis of a switching network,
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it is a common occurrence for the output of a switching element to be
used as the input to one or more others. When this occurs, the network
is said to have more than one level. This discussion of multilevel gating
circuits assumes that all networks are formed by interconnecting AND and
oR gates. The level of a particular network is given by the total of the
AND and OR gates in an AND—OR—AND- . . . OF an OR—AND—OR- . . . chain.
It may be determined either from the block diagram or circuit schematic
by noting the largest number of AND and oRr gates through which any
input passes before reaching the output line. The number of levels may
be determined, too, from the equation as follows. Represent an AND
function by the notation a(7, J, . . .) and an oR function by o(U, ¥, . . .).
If a Boolean equation is rewritten in this form, the number of levels is
equal to the total number of parenthetical enclosures. For example

A(B+ CD) = a{A,o[B,a(C,D)]}*

indicating a three level gate.

In Fig. 4.5 are shown two examples of two-level diode gates. Only the
AND-OR arrangement in Fig. 4.5(b) will be considered in detail, but
similar remarks apply to the oR—AND arrangement. Assume that the supply
voltages, signal voltage levels, and diode type have already been specified.
Then, the only design problem remaining is that of determining resistor
values. To minimize current requirements, they should be as large as
practical. Also, they must allow the gating circuit to produce an output
voltage of either ¥, or V, in accordance with the values of the signal
voltages present at the input terminals.

For reasons which will become apparent, the resistor values in gating
chains are determined starting at the load end. In Fig. 4.5(b), the
value of R; may be determined by noting that, if all the inputs are at the
level V,, the current through R; must be sufficient to produce an output
voltage, V.. < V). If there were no load, R, could have any value. When
a load is present, it is in parallel with R,. The resulting division of current
flow limits the maximum allowable value of R;. The value of R; may be
determined as follows. Consider the point p in the circuit. The voltage at p
must rise to ¥, whenever 4 and B are both equal to V). If points A and B
are left floating and if C and D are both equal to ¥,, the voltage at p
must be greater than or equal to V,. If it were not, diodes Dy and Dg
would be in the reverse direction when 4 and B were reconnected to
Vi, and V,,, would fail to rise to V. To assure that V,, can be pulled

* This operational notation for a function of other functions is sometimes referred
to as the Polish notation because of its use in classic works by Polish logicians.
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F16. 4.5. Two-level gates
up to V,, the following relationship must exist

V+ =V,
Vy— V-
The same relationship holds between R; and each R, in the event that
there are more than two inputs to either the oRr circuit or to any or all of

the AND circuits.

The values of the resistors in higher level gates may be determined
by following the type of analysis used for the two-level gate. The analysis
proceeds by starting at the load end of the gate and determining the
resistor values for higher levels in sequence. For a three-level OR—AND—OR
network, the maximum value of the third level resistor(s) is given by

anRz(Vz - V—)
nRy(V*+ = V) — R (Vi— V™)
where n is equal to the number of inputs to the first level oR circuit.

Since the resistors in any given level draw current in a direction oppo-
site to that in the next lower level, enough current must be drawn to

R, < R..

Rs <



4.2. GATES 109

overcome the effects of the next lower level. The maximum permissible
values of the resistors decrease rapidly as the level increases, requiring
that larger currents be supplied by the input signals.

In the preceding discussion, it was tacitly assumed that the diodes
had a zero forward resistance. However, as the curve in Fig. 4.3 indicates,
this is not the case. As a result, an attenuation in voltage swing will
occur between the input and output of a gate, and spurious signals may
be introduced. Both of these effects occur because the current distribution
through the diodes will not be the same for the conditions that are to
produce a high and low output voltage, respectively, nor even for all the
input configurations that should produce the same output voltage. As an
example, consider first a multi-input or gate. If all the inputs are at a
high voltage, the current passing through the gating resistor will be
equally distributed through all the diode paths (neglecting small variations
in the diode forward resistances). The output voltage will be determined
by the voltage division between the parallel diode forward resistances on
the one hand and the gating resistor on the other. If some of the inputs
are at a low voltage, the current from the gating resistor will only pass
through those diodes whose inputs are high. In addition, there will be a
reverse current from the diodes whose inputs are low through the diodes
whose inputs are high. As a result, the voltage drop between the input
and output will increase, whereas, according to the logical relationship
desired, it should not. Now consider a multi-input AND gate. If all the
inputs are at a low voltage, the output voltage will be determined by the
voltage division between the parallel diode forward resistances and the
gating resistor. If any input voltage becomes high, the corresponding
diode will have a reverse voltage impressed upon it and therefore will
exhibit a high back resistance. In addition, there will be a current flow
from the diodes whose inputs are at a low voltage to the diode whose
input is at a high voltage. As a result, the output voltage will rise slightly.

In both of the preceding examples, if the amplitude of the spurious
signals generated is below a certain level, depending on the characteristics
of the circuitry, they will not be detected by the system. In any event,
such effects may be minimized by selecting diodes with very low forward
and high back resistance. In multilevel circuits there is some compensation
for the attenuation in voltage swing because for an AND circuit the shift
occurs in a positive direction while for an or circuit it occurs in a negative
direction.

Another item not previously considered is that the diode back resist-
ance, while very large, is not infinite. In a single level circuit this does
not affect the permissible values for the gating resistor. However, it places
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an extra load on the input signal. For example, in the or gate of Fig. 4.4,
if A is at V; and B at V,, current will flow from A to B through R; of the
first diode and R, of the second. The sources of the input signals must
be capable of supplying this current. In multilevel networks the effect of
the diode back resistance is to reduce the maximum permissible values of
the gating resistors.

The actual load to be placed on a given network must also be con-
sidered when determining the values of the gating resistors. The resistive
part of the load may be treated, by Thevenin’s theorem, as a
resistor returned to a supply voltage V,. If the first level of switching is
an OR gate, the load can serve as the gating resistor provided V, is positive
with'respect to V,. If V, is positive with respect to V;, the maximum per-
missible value of the first-level gating resistor may be found by a procedure
similar to that described earlier for determining a second-level resistor. In
solving for a second-level resistor under actual load conditions, the first-
level resistor must be replaced by the Thevenin equivalent of the first-level
resistor and the load.

4.2.3. VOLTAGE AND CURRENT REQUIREMENTS IN GATING CIRCUITS

From the preceding discussion of multilevel diode gates, it is evident
that the current required to drive the input lines increases rapidly with
the number of levels. The current increase is a direct function of power
supply and resistor tolerances, the number of diodes, and the signal voltage
swing. The current increase is less for higher voltage supplies, but the
power dissipation in network resistors becomes greater. As usual, a com-
promise must be made between increased power dissipation and increasing
current in high level gates.

The current required to drive a multilevel circuit can be reduced by
choosing ¥+ and V'~ such that (V*+ — V;) and (V: — V~) are much
larger than (¥, — V;). Though a large value of (V+ — V) facilitates
switching action (since the absolute change in voltage will be greater in a
given charge or discharge time), there is more power dissipation in the
gating resistors and a risk that, in the event of an accidental open circuit,
voltages in excess of the breakdown voltage may appear across diodes.

A major deficiency of diode gates is that their outputs cannot be
heavily loaded. Since a diode gate does not constitute a constant current
source, current amplifiers such as cathode followers or emitter followers
must be incorporated in each two-level or three-level circuit. After pro-
pagation through several gates and current amplifiers, the input signals must
have their voltage amplitude restored by means of voltage amplifiers.
Because diode gates have a relatively low input impedance, it is necessary
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that they be driven by a relatively low impedance (constant current)
source.

Since the power consumption of switching circuits increases as the
square of the voltage swing, the latter should be as small as possible con-
sistent with reliable operation. However, at low signal levels the voltage
drop across a diode becomes appreciable compared to the signal swing.
For example, if a diode has a 0.25 volt forward voltage drop, and signal
voltage swings of only 2 volts are used, there will be a 12.5% level
shift of the signal through the diode. Also, at megacycle frequencies
large currents are required to switch diode logic circuits, thus limiting
the number of circuits that can be driven by one current amplifier. In
Section 4.4.2.2, the use of transistor gates is described. These gates can
be adequately switched by small signals, and a large number of them
can be driven by a single transistor current amplifier.

In computing the load current to be supplied by a flip-flop in a large
sequential network, account should be taken of the case where both
outputs of a flip-flop drive a combinational circuit which is also driven
by another flip-flop. In this case, the load to be supplied by the other
flip-flop will be diminished because of the aid that is always received from
the first. This type of situation is referred to as current sharing. When
current sharing is taken into account, the total current drain on a flip-
flop will be found to be less than if the sum of currents to each circuit
were considered independently. For detailed descriptions of methods of
computing currents and resistor values in diode networks, the reader is
referred to Gluck er al. [1953], Hussey [1953], Scobey et al. [1956],
and Yokelson and Ulrich [1955].

4.2.4., SWITCHING SPEED IN DIODE GATES

The switching speed obtainable in diode gates is adversely affected by
a number of factors. The most important of these are circuit capacitances
and diode recovery time. The effects of load capacitance, stray wiring
capacitance, and diode interelectrode capacitance may be determined by
conventional electrical network analysis. The net effect is that the value
of the gating resistors must be reduced from the maximum value permis-
sible when these capacitances are ignored. When a semiconductor diode
has been conducting heavily in the forward direction, and the applied
voltage is suddenly reversed, a time lag, referred to as diode recovery
time, occurs before the diode assumes its normal value of back resistance.
However, recovery time for some newer diodes is under 10 nanosec
(where 1 nanosec = 10—? sec), so it need not be a serious limitation
to high speed circuits. The finite back resistance of a diode also affects
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switching speed. The net effect is that for a given switching speed, the
value of the gating resistors must be reduced. The fact that the forward
resistance of a diode is not actually zero has little effect compared to the
tolerances in resistor values and uncertainties in circuit capacitances in
a gating network.

4.2.5. PYRAMID GATES

Frequently it occurs that two or more switching functions required
in the construction of a network have a number of common inputs. For
example, suppose f;= ABC and f; = ABCDEF. A saving in the total
number of switching elements required may be realized by using an
arrangement such as shown in Fig. 4.6(a), referred to as a pyramid.
Though it is actually a two-level gate (AND-aND) each section can be
designed independently. It is only necessary that the source of each
input signal be capable of supplying the current drawn by the resistor in
each section. A two-level oR—OR pyramid is shown in Fig. 4.6(b).

V+
(ABCDEF) % vt
EEEE
D E F % % %
4 B8 C
AND gates
4 B C
(4+8+C) % % % b £ r
%ﬁf % % % (A+BrC+DEF)
4 :
-
OR gates

Fi6. 4.6. Pyramid arrangements

Though, in general, a multi-input gate represents a single level network,
an expression like 4 + B+ C+ D, for example, might be used in the
two-level form 4 + (B + C + D) if (B + C + D) were available.
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4.2.6, ALGEBRAIC REDUCTION OF HIGHER LEVEL GATES
To LOWER LEVEL GATES

As we have seen, when all circuit parameters are considered and
adequate safety tolerances included, the design of multilevel networks
becomes complicated. Since the current at each level increases, and the
values of voltages and resistors become more critical, more than three
levels are seldom used. In fact, the number of levels is often limited to
two.

Higher level gates may be reduced to lower order ones by multiplying
out the factors in the higher level expressions. As an example, consider
the expression, fy = AB[(C + D + E) (C + D + E) + FG). As written,
this represents a four-level network. Multiplying out the terms in paren-
theses yields an expression that represents a three-level network:
fy = AB [CE + CE + D + FG). Performing the indicated multiplication
yields an expression that represents a two-level network: f, = ABCE +
ABCE + ABD + ABFG. If the functions fj, f3, and f, were mechanized
by diode networks, they would require 16, 14, and 19 diodes, respectively.
As a rule, a lower-level network will require more diodes than a higher-
level one. That this did not occur in going from the fourth- to the third-
level network in the example is due to the simplification obtained as a
result of the special nature of the terms in the parentheses. To see what
happens in the worst case, replace the terms in the parentheses as follows:
fs=AB[(H+1+J)(K + L + M) + FG]. In this case the correspond-
ing three- and two-level networks will require 34 and 50 diodes, re-
spectively.

4.2.7. REDUCTION OF THE LEVEL oR NUMBER OF ELEMENTS IN A
CoMBINATIONAL CIrRcuIT BY THE USE OF STORAGE ELEMENTS

In Section 4.2.6 we saw that, as a rule, a lower-level gate produced
from a higher-level one by algebraic manipulation requires more gating
elements. In special cases it is possible to reduce both the level of com-
binational networks and the number of switching elements required by
the introduction of auxiliary flip-flops. As an example consider the
expression

f = (AB+ CD + EF)(KL + MN + P).

In this form, 18 diodes would be required to generate f in a three-level
combinational network. If all the terms were multiplied out to produce a
second-order expression, 42 diodes would be required. We will consider
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now the effect of introducing two auxiliary flip-flops, U, V. The term
(AB + CD + EF) will be used to set one flip-flop and the term (KL +
MN + P) will be used to set the other. Normally, there is a unit time
delay from the instant at which an input signal occurs to the time at which
its effect is observed at the output of a flip-flop. Therefore, time must be
introduced into the expression for f as shown

ft = (AB+CD +EF), (KL+MN+P): = (UV)t41.

Thus the original expression can be mechanized by the use of two set-
reset flip-flops and two two-level combinational networks, one with nine
diodes and the other with seven, plus the input circuits for carrying the
reset signals to the flip-flops. In practice a flip-flop is triggered at times
within each operating cycle defined by signals derived from a clock.
The timing signal is combined with other terms in the flip-flop input
equation, For example, the input equation for setting the flip-flop, U,
might be (4B + CD + EF)T,, where T, could refer to a single clock
signal, or a function of several timing signals.

Note that whereas a combinational circuit alone would indicate at
time ¢ whether the function f were true at time f, the sequential circuit
does not provide this indication until time ¢+ 1. For assurance that the
value of (4B + CD + EF) is compared with the value of (KL + MN + P)
that occurred at the same time, both flip-flops are reset after each com-
parison. Thus, the restrictions on the use of such auxiliary flip-flops are
that the delay introduced be tolerable (normally, a system can be designed
to accept such fixed delays), and that there is time to reset the flip-flops
before introducing a new set of input signals.

4.2.8. PuLSE-PEDESTAL GATE CIRCUIT

A requirement that often arises in digital computer systems is the
gating of a voltage pulse signal by another signal in the form of a de
voltage level. Diode gate circuits for positive and negative voltage signals
are shown in Fig. 4.7. In both cases, the output pulse occurs during the
period of coincidence of the input signals.

In Fig. 4.7(a) a dc supply in the load holds the output line to V.

i 7
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(b)

(a)
Fic. 4.7. Pedestal-pulse gate circuits
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When the input to the resistor is V;, the diode (which is back biased)
blocks passage of an applied positive pulse of amplitude less than (V) —
V,). However, when the input to the resistor is V', the diode is biased in
the forward direction, allowing passage of the pulse to the output. In Fig.
4.7 (b), if the input to the resistor is V', the diode is back biased and blocks
passage of the applied pulse. When the input to the resistor is V,, the
diode (now biased in the forward direction) allows passage of the applied
pulse.

The need for pedestal gating arises whenever a system calls for dc
gating networks to be used with binary storage elements which require
pulse inputs. The characteristics of different. flip-flop circuits are described
later in the chapter. When the triggering of a flip-flop from one stable
state to another calis for input signals in the form of voltage pulses rather
than levels, the pulse pedestal gate circuit can be used to convert the dc
voltage level outputs of a dc gating network to the pulse type signals
required as flip-flop inputs.

Pulse pedestal circuits are commonly used as a means of controlling
the transition of a synchronous computer from one superstate to another.
The outputs of all dc gates to be used for triggering flip-flops are com-
bined in a pulse-pedestal circuit whose pulse input is derived from a clock
pulse generator which supplies pulses at regular intervals. Since the
pulse-pedestal circuit can have an output only if a clock pulse is present,
the states of the flip-flops cannot be altered except at the time of occur-
rence of clock pulses. '

4.2.9. GENERATION OF COMPLEMENTARY FUNCTIONS

If a switching function, f, is synthesized by some combination of
elementary functions, then the complementary function, f, can always be
synthesized by some other function of the variables involved. In general,
the complementary function can be realized physically only if some device
is available to provide the complement of the switching variables. A
flip-flop with two output lines provides both a signal and its complement
and, therefore, permits the generation of f by means of AND and oR
circuits alone. For example, if f = (4B + AC), then f = (4 + BC) ¢an
readily by generated by combinations of AND and OR circuits, provided
A, B, and C are available. There are times, though, when it may be
desirable to limit the number of elementary signals in complemented form
used in constructing a switching function. These are occasioned by
practical circuit considerations. Even though both the complemented and
uncomplemented signals are available from a flip-flop, a power amplifier
may be required for each of the outputs that is to be used as an input



116 4. SWITCHING AND STORAGE CIRCUITS

to many other circuits. Also, additional wires are required, which may be a
disadvantage if the signals have to be transmitted an appreciable distance.

It is often more convenient and simpler to form the complement of a
complex signal, i.e., one developed from a large number of elementary
signals, by applying it to the input of a suitably designed voltage amplifier,
which has the characteristic that when a signal is applied to its input an
amplified and inverted form of the signal appears at its output. Inverter
circuits, which are physical realizations of the complement operator, are
described in the sections on vacuum tube and transistor circuits which
appear later in this chapter. Because inverters may introduce serious time
lags and distortion of wave forms, especially if one or more of them are
in cascade within a multilevel gate, it is often desirable to limit their use
in switching networks. This may be done by transforming a given equa-

tion. For example, replacing (4 + B) by 4B eliminates the need for an
inverter (provided the switching variables are available in complemented
as well as uncomplemented form).

Often, the problem of optimization of a switching network is equiva-
lent to minimizing the number of elementary switching circuits, usually
AND and OR gates, required for the realization of specified functions. When,
in addition, it is desirable to limit the number of complemented signal
sources or the number of inverters, derivation of an optimum circuit is
not as clear cut.

4.3. Vacuum Tube Systems of Circuit Logic

The early electronic digital computers used vacuum tube circuitry
extensively for gating and storage. However, after an evolutionary period
of about ten years’ duration, tubes were replaced more and more by other
devices. At the present time practically all new machines under develop-
ment utilize combinations of solid state devices for the functions of cir-
cuit logic (as well as for the main store).

Because of their historical importance, and the fact that a large num-
ber of machines using vacuum tubes in their logical circuitry are still in
operation, a brief description of vacuum tube gating and storage circuits
will be provided. One of the basic circuits is the familiar inverter circuit,
shown in Fig. 4.8. To operate this circuit as a binary switch, the input
signal is chosen to either cause the tube to be fully conducting or to
be cut off. The function of the voltage divider is to scale down the output
voltage of one circuit to the proper level for input to the grid of another
circuit. The capacitor improves the circuit response time. An increase
in voltage in the positive direction on the grid causes the tube to conduct
more current, thereby increasing the voltage drop across the load resistor
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-and reducing the output voltage. A decrease in voltage on the grid has
the opposite effect. If a sufficiently large negative voltage is applied to the
grid, the tube will be cut off, and the output voltage will be equal to the
positive supply voltage. It is apparent that if the two values of a binary
variable are represented by a pair of voltages, then application of one
voltage to the input of the inverter can cause the complementary voltage
to be produced at the output. Whether a given voltage represents a 1 or
a 0 is at the discretion of the designer. He may, in fact, reverse the
convention from place to place within a machine if by so doing he can
effect simplifications in the over-all circuitry. Of course, account must be
taken of what conventions are used in any section. In Fig. 4.9 a circuit

i
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Fic. 49. A parallel inverter

comprised of two inverters sharing a common load resistor is shown. It
serves as an inverting or gate for positive signals and an inverting AND
gate for negative signals. Both the AND and oR functions can be generated
by combinations of inverter and parallel inverter circuits, as shown in
Fig. 4.10.

FiG. 4.10. aND and or gates formed from inverters
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A static flip-flop circuit can be formed from two inverters by regenera-
tively coupling the output of each to the input of the other. This circuit,
based on the Eccles—Jordan multivibrator circuit, is useful both in ma-
chines using dc coupled gates as well as in machines using ac coupled
gates. The basic nature of the vacuum tube static-flip-flop circuit
is shown in Fig. 4.11. The circuit shown can actually be monostable or
astable as well as bistable, depending on the impedances Z; and Z..
The circuit will be bistable only if both Z, and Z, contain dc paths.
Typically, Z, and Z, are identical parallel RC branches. The use of the
circuit affects its design. For example, as a counter (see Chapter 6) the
circuit requires symmetrical inputs. When used as a stage in a shift
register, separate inputs would be required for data pulses and shift com-
mand signals. Usually, a flip-flop is not used to drive a diode gating
circuit directly because spurious pulses coupled from one diode input line
to other input lines may cause unwanted triggering of the flip-flop.

Theoretically, any combinational switching function can be derived
from the use of the inverter and the parallel inverter circuits. This is
because they provide the operations of Boolean complementation and
addition which, as stated in Chapter 3, are adequate for generating any
Boolean function. However, a number of other types of electronic cir-
cuits are available for various practical purposes. One of the most im-
portant of these circuits is the cathode follower, which is a physical
realization of the “single identity” operator E, in Table 3.6. However, it
is not used as a switching element, but for other purposes. Its high effec-
tive input impedance (compared to an ordinary amplifier) and a low
effective output impedance (from 200—1000 ohms), make it useful as a
current amplifier and an impedance matching device for coupling a high
impedance circuit to a low impedance one. Figure 4.12 shows a schematic
of a cathode follower utilizing a triode. Use of a pentode in such a circuit
would provide a lower input capacitance and a higher gain. However, the
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Fic. 4.11. Basic vacuum tube static  FIc. 4.12. Basic cathode follower circuit
flip-flop circuit
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pentode circuit is not as satisfactory for handling large input signals. In
practice, cathode follower circuits are better suited for driving diode or
gates whereas inverters are better for driving diode AND gates. An OR gate
for positive signals can be realized by a circuit comprised of two cathode
followers sharing a common load resistor. When both tubes are fully
conducting, the output voltage is high. Also, if either tube is cut off, there
is only a negligible drop in output voltage. When both tubes are cut off,
the output voltage drops to the value of the negative supply voltage.

4.3.1. THE DiobE GATE, FLIP-FLOP SYSTEM

In this system of circuit logic, diodes are used for AND and OR gates,
inverters for complementation where desirable, and vacuum tube flip-flops
for storage. The output signals of the flip-flops are coupled to the inputs
of cathode followers, which are provided both to isolate the flip-flop from
its load, and to provide the current source called for by the diode gates.
Each steady state output signal of the switching network is used as one
of the inputs to a pulse pedestal gate in the appropriate input circuit of a
designated flip-flop. The other input to all of these pulse-pedestal gates
comes from a clock pulse source. This arrangement places the entire
system under control of the clock, for no flip-flop can be triggered except
at times when clock pulses appear.

4.3.2. THE PENTODE GATE SYSTEM

Multigrid tubes have also been used as gating elements in vacuum
tube computers. Not all multigrid tubes can serve as practical gating
elements because, in general, the different grids have different quantitative
effects on the plate currents and therefore the signal voltages applied to
them would have to be adjusted accordingly. One tube in which the
control and suppressor grid each have approximately the same degree of
control on plate current is the 6AS6. A specially designed gating tube,
the GL-5915-A, has two independent control grids, and it can be utilized
as a two input inverting AND gate for positive signals. The cut-off voltage
is the same on both grids, and the tube is normally cut off by bias voltages
applied to these grids. The application of two appropriately large positive
signals to both grids simultaneously causes the tube to conduct, producing
a negative output signal at the plate.

Logic circuitry using pentodes for gating was developed at MIT for the
Whirlwind Computer. The pentode circuit, shown in Fig. 4.13 operates
as an AND gate in which pulse signals applied to the grid are gated under
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the control of a dc gating signal or a wide pulse applied to the suppressor
grid. A positive output pulse is produced at the point indicated when the
gating signal and the input pulse are both positive and sufficiently large.
An important characteristic of this circuit is that the output pulse can be
made of suitable shape and amplitude to drive other pentode gates
directly.

In a circuit logic system built around a pentode gate, the dc outputs
of flip-flops would be used as the inputs to the suppressor grids of the
pentode gates. The pulse outputs of these gates could be used either as
inputs to diode or gates or as inputs to flip-flops. In the latter case pulse
transformers could be used at the inputs to the flip-flops in order to obtain
negative pulses, which are more suitable for triggering flip-flops. The out-
puts of the diode or gates can be used as the pulse inputs to other pentode
gates or as inputs to the flip-flops.

Asynchronous and/or synchronous operation may be used with this
system of circuit logic according to which produces a desired function
with minimum circuitry. In asynchronous operation each network could
be activated either by a start signal or an end of operation signal from
another network.

43.3. THE AC SYSTEM

The so called ac system of circuit logic was developed at the National
Bureau of Standards. It is used in their SEAC and DYSEAC computers,
and in the MIDAC and MIDSAC computers built at the University of
Michigan. In this type of system all signals are in the form of pulses, i.e.,
there are no signals in the form of dc voltage levels. The system includes
diode gates for generating the AND and or functions, pulse transformers
for producing inversion, and electromagnetic delay lines for storage. The
nonlogical, but essential, function of power amplification is provided by
a vacuum tube.
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This system of circuit logic is essentially formed from only one type
of standardized unit, which is a combination pulse gate and regeneration
circuit. This circuit, sometimes referred to as a pulse repeater, is shown
schematically in Fig. 4.14. When appropriately combined with delay units
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Fi6. 4.14. Circuit and block diagram of a pulse gate and regeneration circuit
for an ac system

it serves as a dynamic flip-flop. At the left end of the schematic are diode
AND gates whose output is combined in an or gate. (Though only two
AND gates are shown, a large number of multi-input AND gates would
usually be included in the circuit.) The clock signals applied to the AND
gates serve to synchronize all input pulses. The principles involved in
the design of diode switching circuits for pulse inputs are essentially
the same as for dc level inputs, though considerations pertaining to switch-
ing speed are more important. Because of the various capacitances in a
system, the signal that appears at an input may be degraded both in shape
and amplitude. To limit this degradation to tolerable limits, one may
regenerate the pulse after each small switching network. Pulse reshaping
and synchronization to the timing of the clock waveform is achieved as
follows: The signal input applied to the lower AND gate overlaps the lead-
ing edge of the clock waveform, thus assuring an output beginning with
the leading edge of the clock. This output (clamped between +2 and —5
volts) is amplified and fed back to the input of the upper gate. After the
signal input to the lower gate has decayed, this delayed and amplified
signal sustains the output of the circuit until completion of the clock
signal. In detail, the regeneration process is as follows. The input pulse
to be regenerated is applied at the point shown at a time before the clock
pulse is positive going. The signal passes through the or gate to the grid
of the tube, causing it to conduct. This produces a negative pulse at the
plate of the tube and a positive pulse at the point shown on the secondary
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of the transformer. This output pulse is fed back to the input of the tube
via another AND gate, and the tube is kept in a state of conduction as long
as the clock pulse is present. Each regeneration circuit derives large
current amplification from a 101 stepdown turns ratio in the transformer.
As a result, the output can drive up to 12 AND gates of other repeater
circuits. (For a detailed description of this circuit the reader is referred
to the articles by Elbourn and Witt [1953] and by Haueter, Alexander
and Greenwald [1953].)

Inversion is accomplished by use of the negative output pulse of the
transformer in the regeneration circuit. When such pulses are applied to
any of the inputs of an AND gate, the effect is to inhibit the generation of a
positive output signal. A two-input AND gate with one inhibiting input is
a physical realization of the inhibiting switching function (see Fs or Fy
in Table 3.7). It may be considered as a type of AND gate in which an
output is not produced if certain control signals are present. Schematically,
an inhibiting input to a gate is usually designated by a small circle placed
on the input line where it touches the function box.

As indicated earlier, a dynamic flip-flop is used in this system. It is
formed from the repeater circuit shown in Fig. 4.14 by returning the
positive output of the transformer via a delay element to the input of a
third AND gate connected as shown in Fig. 4.15. To synchronize the
flip-flop’s operation with the internal clock of the computer, a “start”
pulse is applied to the 1 input, causing a stream of clock pulses to be
recirculated via the delay line and the lower AND gate. To set the flip-
flop to the O state, a pulse is applied to the inhibiting input of the AND
gate, labelled in Fig. 4.15 as the O input. This halts the recirculation.
The flip-flop just described is essentially that shown in Fig. 3.15(a).

The basic timing source in the National Bureau of Standards system is
a 1 Mc sine wave. Since the input-output delay of the pulse gate and re-
generation circuit is less than .25 usecs, the basic timing waveform is
distributed in four phases, 90° apart. When connecting circuits in cascade,
successive ones are driven by successive phases of the clock. The net
effect of this phasing scheme and the regenerative connection of the cir-
cuit is to insure that the signal inputs to a circuit clocked by phase n
(which are restricted to the outputs of circuits clocked by phase n — 1)
are present before the appearance of clock phase » and that clock phase n
is present after the signal inputs have decayed as assumed in the descrip-
tion of Fig. 4.14 on page 121. Among practical difficulties associated
with this system of circuit logic is the fact that one must keep track of
the proper clock phase for each circuit and distribute the clock wave-
forms accordingly. Also, because multiple clock phases constitute an addi-
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tional design parameter, the design effort to minimize the total number
of circuits employed, or to minimize delays in propagation of pulses
through cascaded circuits is increased. As far as economy is concerned, the
components saved by a minimum requirement for separate amplification
circuits are offset by the number of diodes used for other than circuit logic
purposes.

4.3.4. THE ASYNCHRONOUS, DC COUPLED SYSTEM

In the logical description of combinational networks, it is usually
assumed that an input variable has an instantaneous effect on the output
of the network. In practice, unwanted delays may produce so-called hazards
in the transient behavior which can result in malfunctions when the combin-
ational circuits are incorporated into a sequential network.

In a synchronous computer, the elementary arithmetic and logical
operations occur at fixed intervals defined and controlled by the clock.
The over-all speed is determined by the expected response time of the
slowest elements under estimated worst case conditions. The problem of
hazards does not normally occur in such a system because the interval be-
tween successive clock pulses is specified to be long enough for transients
to die out. '

Generally speaking, in asynchronous systems each new operation is
initiated by a completion signal produced by another group of circuits
after the execution of the preceding operation. Therefore, individual
switching operations do not require a predetermined duration corres-
ponding to the maximum time required by any of them, but are deter-
mined solely by the electrical parameters of the circuit performing the
operation. As a result, greater over-all speed is obtainable since each new
operation can begin immediately upon completion of the preceding one.

There are varying degrees of asynchronous operation. For example,
in an elementary form, a new completion signal is simply produced by
routing the preceding completion signal through a delay whose magnitude
corresponds to the maximum time required for a given set of circuits to
operate. In another form, the operation of each set of circuits is examined
by a checking circuit that provides completion signals only when the set
of circuits completes its function. Finally, the asynchronous feature may
be at the level of individual logic elements. In asynchronous circuits
where there are no clock pulses, the signal propagation time through
chains of elements is limited only by the response time of the elements
and the over-all speed is determined by the average speed of the com-
ponents.

The speed of synchronous circuits is usually indicated by specifying
the clock frequency. A convenient measure of speed in an asynchronous
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system is the operation time. This is the interval from when an input
signal to a circuit reaches a critical value to when the output signal
reaches a critical value.

As indicated earlier in this section, the new state to which a sequen-
tial network advance may depend upon the delays encountered in various
paths within the network. To eliminate the hazards presented by the possi-
bility of “races” to new states in asynchronous circuits, certain techniques
have been worked out.* While considerable additional circuitry may be
called for to eliminate hazards in the general case, the amount may be re-
duced appreciably or omitted if certain states or sequences would not occur
naturally, or if external delays may be introduced economically.

Asynchronous systems are associated with dc coupled circuits as
opposed to the ac coupled circuitry found in synchronous systems. In an
ac coupled system, capacitors or transformers may be used to inter-
connect logical elements. In the dc coupled system not only are the
elements interconnected by means of resistive networks but each element,
e.g., a flip-flop, is also dc coupled internally. The signals in dc coupled
circuits are normally in the form of one of two voltage or current levels,
rather than a pulse or no pulse at specified times as in clock controlled
systems, and as previously indicated, the steady state output signal of a
logical block is coupled directly to the inputs of other blocks. The use of
dc coupled circuitry in an asynchronous system makes proper operation
independent of variations in shape of input waveforms and does not require
strict control of propagation time to insure arrival of these waveforms in
coincidence with a clock signal. Servicing is simplified because a dc coupled
asynchronous machine can be put in a state of static equilibrium for as
long as desired and its operation checked by an inspection of the steady
state voltages at strategic points. Completion circuits may be included
to detect failures in operation of other circuits, thereupon causing the
machine to stop and indicate a malfunction. Another reason why asyn-
chronous dc coupled circuitry can be faster, is that while in capacity
coupled circuits a change in signal level must be followed by an inverse
change to reach equilibrium of the capacitor, in a dc coupled circuit the
signal needs to change in voltage in only one direction.

Because the operation of an asynchronous system can be made inde-
pendent of the relative speeds of its elements, correct operation may be
obtained without the need for matching speeds and without synchronizing
signals. This is especially important when the individual circuits are so

* Huffman, D. A. [1957], Design of hazard-free switching circuits, J. ACM, 4, 47-62.
Unger, S. H. [1959], Hazards and delays in asynchronous sequential switching cir-
cuits, IRE Trans. Circuit theory, 6, 12-25.
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fast that the time required for the flow of information from one part of
the computer to another is comparable to the operation times of the
elements themselves. For example, signals are delayed by about 1
nanosec/foot, and transistor computer circuits with operation times less
than 10 nanosec have been built. In very high speed systems, such as that
under development at the University of Illinois, asynchronous circuitry
offers an important advantage by not requiring precise knowledge of intra-
system transit times to assure correct operation. On the other hand there
are certain disadvantages. For example, an asynchronous system requires
considerably more logical elements than a synchronous system because of
the circuits required to generate completion signals and hold information
while it is in transit, even after considering the saving resulting from the
absence of circuitry for a clock and its gates. Also, an asynchronous
system introduces engineering design problems because of the drift nor-
mally encountered with dc coupled circuits. However, the problem of
drift in a switching circuit is considerably less than in a linear amplifier.
The elimination of hazards from asynchronous circuits makes them
speed independent* in that correct operation does not depend on the rela-
tive speeds of their elements. Speed independent circuits allow a special type
of completely asynchronous operation in which information can continue
to flow only when all preceding elements in a chain have reacted to it.
To meet the conditions of speed independence, individual logical elements
must be specially designed and so-called last moving points provided to
simplify the design procedures. A last moving point is a location in a
circuit which by its new output gives proof that a new state of a circuit
has been reached. However, because these circuits need not respond within
a fixed interval, as circuits in synchronous systems must, reliability of
operation is improved. Relative insensitivity to deterioration of compo-
nents and variations in circuit parameters, which may also be used to relax
requirements for uniformity in component specifications, often justifies
the extra components used to eliminate hazards in asynchronous circuits.
With speed-independent networks within an asynchronous computer
signal changes need not occur in a definite time sequence. Parallel actions
can occur without giving rise to “race” conditions if logical elements are
incorporated which have the logical property of producing an output only
when all of several incoming signals have appeared. This output can be

* For formal definitions of speed independence see: Muller, D. E. and Bartky, W. S.
A theory of asynchronous circuits, in Annals of the Computation Lab., 29, pp.
204-243, Harvard Univ. Press, 1959; also, Univ. of Illinois Digital Computer Lab.
Repts. Nos. 75 and 78, 1956 and 1957. Also, see Nelson, J. C. Speed Independent
Counting Circuits, Univ. of Illinois Digital Computer Lab. Rept. No. 71, 1956.
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used as a completion signal to indicate that all of several parallel opera-
tions have occurred, and permits more complex paralleling schemes than
possible with synchronous circuits.

Three techniques have been used in the design of speed-independent*
networks at the University of Illinois. The first consists of using certain
rules for interconnecting previously designed circuits to form more com-
plex ones. As an example, consider the interconnection of a counter and
a shift register to form a circuit for generating any given number of shifts.
These two units could be interconnected in a serial fashion, but the prop-
erty of speed independence is best illustrated by having them operate in
parallel, as shown in Fig. 4.16. The counter element 4 changes state i

I
Shift register
FiG. 4.15. Block diagram of a F16. 4.16. Control of two parallel
dynamic flip-flop operations by an operation

completion circuit, C

times before the counter stops, where i depends on the initial setting of the
counter and is less than 2» where (2" — 1) is the capacity of the counter.
The shift register element B changes state whenever a shift occurs. The
completion circuit C prevents either the counter or register from getting
more than one step ahead of the other. If the shift register operates faster,
the next shift will be delayed until the signal from 4 appears at the input
to C. If the counter acts faster, initiation of the next count is delayed until
the signal from B appears. The time taken by the complete system is
the greater of the times taken by the two units plus the time for 2i opera-
tions of the completion circuit.

The second technique is used for designing the basic logical circuitry.
The fundamental logical requirements of the machine may be described by
a set of Boolean equations, as in the case of a synchronous computer.
Then, the conversion from a synchronous to an asynchronous system
may be made as follows. First, each flip-flop in the synchronous system is
replaced by two, since a second one is required to store information dur-

* See: On the Design of a Very High Speed Computer, Univ. of Iilinois Digital
Computer Lab. Rept. No. 80, 1957.
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ing the process of gating into the first. Secondly, a two-wire system is
introduced to connect each flip-flop pair with direct connections from the
second to the first. During the transmission of information, one line will
always be 0 and the other 1. A 1 or a 0 on one of the lines determines a
bit of information. To distinguish individual bits, the lines are cleared after
each transmission by applying the same signal to both. The final step in
converting to asynchronous operation consists of adding completion cir-
cuits where necessary.

The third technique makes use of a change chart which lists the signal
changes which take place at the nodes of the network together with an
ordering of these changes from which a speed independent circuit can be
derived. The end result can be expressed by a set of Boolean functions.
In the very high speed computer project at the University of Illinois,
programs have been written for its ILLIAC computer for the purpose of
simulating the behavior of circuits and testing them for speed independ-
ence. Without such programs the design of these circuits would not be
practically feasible, since the checking process is usually too tedious to be
performed by hand.

The asynchronous dc coupled system of circuit logic was proposed by
the Princeton Institute for Advanced Study, and extensive refinements
have been developed at the Digital Computer Laboratory of the University
of Illinois. It was used with vacuum tube circuits in the I.A.S. MANIAC,
University of Illinois ILLIAC and other computers of the I.A.S. family.
Fig. 4.17 shows the principal gating circuits in the early ILLIAC computer.
The inverter and twin cathode follower have already been described.
The vacuum tube diode circuit acts as an OR gate for negative input
signals and as an AND gate for positive ones. By placing the load resistor
in the cathode circuit rather than in the plate circuit, one would obtain
an or gate for positive signals and an AND gate for negative signals.

4.4. Transistor Systems of Circuit Logic

4.4.1. PoINT-CONTACT TRANSISTOR CIRCUITS

In designing systems of circuit logic based on the use of transistors,
two major problems peculiar to transistor circuits must be taken into
account. First, there are problems associated with the low input impedance
of a transistor. Second, in high speed circuits, there is a problem due to
delays in response, resulting from the storage of minority carriers when a
transistor is operated in a region of saturation (see pages 129 and 132).

Systems of circuit logic for point-contact transistors are different from
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those for junction transistors. For computer systems, point-contact tran-
sistors have now been replaced by junction transistors. The presentation
of point-contact transistor circuitry is therefore limited, and included prin-
cipally because of historical importance and inclusion of these circuits in
older computers still in operation.

4.4.1.1, Point-Contact Transistor Flip-Flops

This section will be devoted to a brief summary of the characteristics
and limitations of the most commonly used types of point-contact tran-
sistor flip-flop circuits. Three states of a transistor are of interest in the
design of flip-flop circuits. They are: (1) The “active” state, in which
the transistor behaves as an active, power amplifying element. (2) The
“on” state, in which the current flow is such that the transistor appears as
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a low resistance device. (3) The “off” state, in which the transistor ap-
pears as a high resistance device. The characteristic curve shows that a
point-contact transistor connected as shown in Fig. 4-18 (a) has two stable

e
+/g
Negative dynamic

resistance
Positive \L/’osit_ive
- Supply dynamic dynamic

resistance resistance
voltage
= | For:l;, constant
Ry large

(a) (b)

Fic. 4.18. (a) Single point-contact transistor flip-flop, and (b) Voltage-current
characteristic of emitter circuit

states, one characterized by small negative values of emitter current I,,
and the other by large positive values of I,. If the emitter bias voltage and
resistance have appropriate values, the circuit can be triggered from
one stable state to another. This type of operation is not possible with a
single vacuum tube.

An obstacle to high speed operation of point-contact and junction
transistors arises from the delays in response due to the phenomena of
saturation and hole storage. If the collector voltage for a p-n-p transistor is
not sufficiently negative to collect all holes supplied by the emitter, the holes
tend to remain in the body of the transistor. Upon reduction of the
emitter current to zero, the collector resistance will remain low until
the stored holes are removed by the collector field. When the holes are
generated by the emitter faster than the collector can remove them, the
transistor is said to be saturated.

A capacitor placed between the emitter and collector terminals would
increase the high frequency coupling between emitter and collector,
thereby decreasing the transition time from one state to the other. How-
ever, this circuit has a disadvantage in that a high impedance collector is
coupled back to a low impedance emitter (to reduce high frequency gain).

The circuit of Fig. 4.18(a) is shown triggered by a positive pulse which
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Fic. 4.19. Basic circuit of current type of single point-contact transistor flip-flop

produces a transition from low to high conduction. From Fig. 4.18(b)
it is apparent that triggering of the circuit back to a state of low con-
duction requires application of a negative pulse. The need for pulses of
opposite polarity to trigger the flip-flop at successive times can be cir-
cumvented by using a rectangular input waveform and differentiating it to
yield a positive and negative pulse at the leading and trailing edge, re-
spectively. The switching time of the circuit must be longer than the
width of the rectangular input pulse, or else a single rectangular waveform
will trigger the circuit through both states. The dependence of this cir-
cuit’s operation on the shape of the input waveform and narrow triggering
pulses make it undesirable from the standpoint of reliability.

The so-called “current” types of single transistor flip-flops are de-
scribed by Williams, F. C. and Chaplin, G. B. B. [1953]. The basic cir-
cuit, shown in Fig. 4.19, depends for its operation on the fact that the
transistor in its “active” state simulates a current amplifier and can, there-
fore, be designed to switch a current between an external diode and itself.
This type of circuit is relatively insensitive to transistor parameter varia-
tion and can be designed for either a saturating or nonsaturating mode of
operation. Its advantages are economy of components and power. How-
ever, there are certain disadvantages: (1) Since gates can be connected
only at one point, two flip-flops are required if a variable and its comple-
ment must be used as signal sources. (2) The circuit is very sensitive to
narrow noise pulses when it is in the “off” state, because there is no satura-
tion to overcome. (3) The margins on pulse width and amplitude for
complement triggering are not as good as for a two-transistor flip-flop.

The basic form of a two-transistor point-contact saturating flip-flop
is shown in Fig. 4.20. A composite voltage—current curve, which can
serve as a basis for the design of the dc circuit, may be obtained from the
single characteristic curves of the two transistors by adding the emitter
currents of each for successive emitter voltages. An operating point
may be set anywhere on this characteristic curve by choosing a suitable
load to be inserted in the position of R..
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Fic. 4.20. Basic two-transistor (point-contact) saturating flip-flop.

A two-transistor flip-flop eliminates two objectionable characteristics
of the one transistor flip-flop described—namely, dependence on triggering
by narrow pulses produced by differentiating a rectangular input waveform
and availability of only one output point for driving other circuits. The
operation of the two-transistor flip-flop can be clarified by referring to the
characteristic transistor gain function shown in Fig. 4.21. Assume that one
transistor is in high conduction (operating on the right hand section of the
gain curve). Therefore, its collector potential will be near ground, thus
holding the other transistor in a state of low conduction by making its
emitter potential negative with respect to its base. The circuit can be
triggered to its other stable state by either positive or negative pulses
applied to both emitters since the high gain region of the curve lies to the
left of the operating point of one transistor and to the right of the operating
point of the other. However, as also apparent from the curve, negative
trigger pulses are preferable since the curve decreases much more rapidly
in the negative direction.

Various types of coupling circuits may be used to increase the gain
of the flip-flop feedback loop during the switching transients. For example,
a capacitor may be placed between the base of each transistor and the
collector of the other. Important characteristics of the capacitor coupled
type of circuit are: (1) Stability with respect to noise triggering is im-
proved by the hole storage in the “on” tramsistor, since any noise pulse
too narrow to last beyond the turn off time of the saturated transistor
will fail to trigger the flip-flop. (2) Triggering sensitivity as well as the
width of pulses suitable for triggering is proportional to the size of the
capacitors. (3) The maximum frequency of operation is inversely pro-
portional to the size of the capacitors. Transformer coupling may be
obtained by placing one winding of a transformer between points x and y
and the other between the two bases (see Fig. 4.20). The advantage of
the transformer coupled circuit is improved complement triggering sensi-
tivity, because: (1) Each transistor acts like a blocking oscillator during
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the switching time, thereby improving the switching transient. (2) The
transformer couples the current directly from collector to base and the
collector simulates a current generator in the switching.

The transistor flip-flops described in the preceding paragraphs are all
driven to saturation. Once a point-contact (or junction) transistor has
become saturated, it is difficult to turn off because of minority carrier
storage effects. When triggering a p-n—p transistor at the emitter, a pulse
width greater than the hole storage time is required. When triggering at
the base, the pulse width does not have to be as wide as when triggering
at the emitter, but considerable power must be applied to clear out stored
holes. The time required to clear out stored minority carriers is referred
to as minority carrier storage time. It may be computed from f, = K’, In
(1 + Ipx/Iro) in which Iy is the excess base current due to saturation,
Iz is the base current during turn-off, and K’, is a constant determined
by the transistor’s characteristics. If neither transistor in a flip-flop is
driven to saturation, there will be no delay due to minority carrier stor-
age. Thus by establishing a stable point in the active region the flip-flop’s
operable repetition rate can be increased. The nonsaturating flip-flop
of Fig. 4.22 differs from the circuit of Fig. 4.20 in that two germanium-
silicon diode pairs are added. They produce an essentially constant voltage
difference, clamping the collector-base voltage and preventing the base
from going negative with respect to the collector. The nonsaturating
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Fic. 4.21. Characteristic transistor Fic. 4.22. A simple nonsaturating
gain function transistor (point-contact) flip-flop

circuit has certain limitations: (1) The output levels are not as consistent
unless clamping diodes are added, and the output voltage swing is approxi-
mately half that from a saturating circuit. (2) It is more sensitive to
narrow noise pulses. (3) Nonsaturating circuits are more sensitive to
variability and drift in transistor parameters (a major problem with point-
contact transistors) than saturating circuits. This is because the collector
voltage varies with collector current instead of stabilizing at the com-
paratively stable collector voltage which exists at saturation. (However,
stabilization schemes limit the speed of a circuit).
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4.4.1.2. A Semiconductor Diode, Point-Contact Transistor System of
Circuit Logic

In systems of circuit logic utilizing point-contact transistors, the role
of the transistor is restricted to storage and amplification, (because of wide
variation in the dc characteristics of the transistors) while semiconductor
diodes are utilized for the function of gating. Fig. 4.23 shows such an
arrangement, suitable for junction transistors also. The input to the
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F1c. 4.23. A transistor driven diode gating network

transistor is one of the outputs of a transistor flip-flop. The function of
the emitter follower circuit is to provide power gain so that several gates
may be driven by the flip-flop. The output of the emitter follower is shown
connected to an input of only one of several gates which it may drive.
The output of this gate, an OR circuit, is shown driving an input of an
AND gate. In systems of this type the gating networks are limited to two
levels. If the output of the AND gate were required as an input to several
other gates or flip-flops, it would be fed first to the input of a transistor
amplifier. Diodes D, and D, are clamps that limit the pulse amplitude of
the AND gate’s output. Synchronizing clock signals could be applied as one
of the inputs to each AND gate in the system. Then no gate in the system
could produce an output except during the occurrence of a clock signal.

4.4.2. JuNcTION TRANSISTOR CIRCUITS

An important difference between point-contact and junction tran-
sistors lies in the parameter of current amplification, «, which is the ratio
of the increment in collector current caused by an increment in emitter
current. For point-contact transistors, o is greater than unity. For junction
transistors, it is normally less than unity.

Another important difference is that junction transistors are available
in two basic types, a so-called n—p-n as well as a p-n—p type. The point-
contact transistors are generally of the p—n—p type. These terms were
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chosen to indicate that in one type, the n—p-n, positive charge carriers or
holes are in the majority in the base region, whereas in the p-n—p negative
charge carriers or electrons are in the majority in the base region. With
an n-p-n transistor, current flows in an opposite sense to that in the
p-n—p transistor, and the supply voltages are of opposite polarity. With
an n—-p-n transistor, both emitter and collector resistances are high when
these elements are positive with respect to the base. When the emitter
is made negative with respect to the base, it emits electrons which are
attracted toward the positive collector and constitute the collector current.
The availability of junction transistors in both n—-p-n and p-n-p types
provides the designer with an added degree of freedom in forming systems
of circuit logic. This will be brought out in the sections following.

Corresponding to the phenomenon of hole storage in a p—n—p tran-
sistor is that of electron storage in an n—p-n transistor. In an n—p-n tran-
sistor, if the collector voltage is not sufficiently positive to collect all
electrons supplied by the emitter, the electrons become trapped in the base
region. Where a distinction is not necessary, the term minority carrier is
often used to denote either holes or electrons, whichever is in the minority.

The first high frequency transistor to become available was the grown
junction germanium transistor. However, the alloy, mesa, micro-alloy and
epitaxial transistors which appeared later are more suitable for switching
circuits because of relatively low and consistent values of extrinsic base and
collector resistance. The alloy transistor is capable of high peak power,
while the mesa and micro-alloy transistors offer high speed operation, the
former at high voltage ratings and the latter with good saturation charac-
teristics. The epitaxial transistor offers high speed switching at higher
power levels.

4.4.2.]1. The Basic Junction Transistor Circuits; the Inverter and
Emitter Follower

Corresponding to the vacuum tube inverter and cathode follower cir-
cuits are the transistor inverter and emitter follower circuits. They are
useful not only for the functions of signal amplification (and inversion in
the case of the inverter), but also serve as the basis of a number of
systems of switching circuit logic.

A schematic of a basic p-n—p junction transistor inverter circuit is
shown in Fig. 4.24. (For an n-p-n transistor, the polarity of the supply
voltages would be of opposite sign). When the input is positive with respect
to the emitter, the transistor does not conduct, and, therefore, the output
voltage will be near that of the collector supply voltage. It is not equal
to the supply voltage because of a small leakage current present in tran-
sistor circuits. When the input is negative with respect to the emitter, the
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transistor will conduct and the output voltage will be near ground. One
function of the input voltage divider is to convert the output voltage levels
of an inverter to values appropriate for inputs to another circuit. Another
important function is to limit the base input current in order to keep the
transistor out of saturation. The capacitor reduces the time required for
the output waveform of the circuit to follow sudden excursions in the
amplitude of the input waveform. It improves the response to positive ex-
cursions (usually measured in terms of the waveform’s rise time) by sup-
plying a surge of input current when the transistor is put into the conducting
state. It improves the fall time by providing a low impedance path for the
removal of any stored minority charge carriers in the base-emitter region.

The output voltage waveform of the p—n-p transistor inverter has a
fast rise time characteristic, but is not as good with respect to fall time.
This is due to two causes. First, time is required to remove the minority
carrier charge by collector current. Also, the current for returning the
load to its negative potential must flow through R,, which has a relatively
high value, in order to limit collector current. For an n—p-n transistor,
the opposite situation, with respect to the rise and fall times of the output
voltage waveform, is true. If it is important that both rise and fall times
be fast, then the p—n—p and the n—p-n circuit can be combined in a push-
pull type of circuit.

Modifications of the basic inverter circuit have been developed aimed
at reducing or preventing the buildup of minority charge carriers.

A schematic of a basic p—n—p junction transistor emitter follower cir-
cuit is shown in Fig. 4.25. A similar circuit is obtainable with an n-p-n
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Fi16. 4.24. A p-n-p transistor inverter F16. 4.25. A p-n-p transistor emitter
follower

transistor. Both circuits provide a large current gain and a voltage gain
slightly less than unity. They also provide a relatively high input impedance
and a low output impedance. For the p-n—p circuit, the output signal
will be somewhat more positive than the input signal. This small bias can
be offset by means of the voltage divider in the input circuit.

If the supply voltages chosen are adequate to maintain a large voltage
difference between base and collector, this will tend to alleviate saturation
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effects. However, care must be exercised when this is done to prevent
excessive dissipation in the transistor.

The rise time of the p-n—p circuit is adversely affected because of
the requirement for current flow through R,. The fall time of the n-p-n
circuit suffers because of the same reason. As in the case of the inverter
circuits, p-n—p and n—p-n transistors can be combined to provide a cir-
cuit with a good rise and fall time.

4.4.2.2. Junction Transistor Gating Circuits

A number of logical switching functions may be synthesized by com-
binations of the inverter and emitter follower circuits already described.
For example, if two inverter circuits (see Fig. 4.24) are connected in paral-
lel with a common collector resistor, there results a AND gate, i.e., given
inputs 4, B on the bases, the output at the common collector point is AB.
Also, if two emitter follower circuits (see Fig. 4.25) are connected with
a common emitter resistor, the output at the common emitter point is AB.
In these two cases, the use of n—p-n in place of p-n—p transistors would

produce the or, (4 + B), and NoR, (4B), functions, respectively. Fig-
‘ures 4.26(a) and (b) show how both p—n—p and n—-p-n transistors may
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Fic. 4.26. Junction transistor gating circuits: (a) AB, (b) (4 + B), (c) 4B,
() (4B + O).
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be combined to yield other logical functions of two variables. Actually, a
single inverter circuit may be used to generate a function of two variables
or even of three, as shown in Figs. 4.26(c) and (d). In these cases,
signal sources are used to supply current that otherwise would be obtained
from a power supply. Such circuits are critical in operation and consider-
able care must be exercised in their application.

4.4.2.3. A System of Circuit Logic Based on Transistor NOR Circuits

The transistor NOR circuit is a realization of the Nor switching func-
tion described in Chapter 3. It allows the synthesis of switching networks
from various arrangements of a single logic building block. It reduces
the problem of matching inputs and outputs which is present in systems
composed of a number of different logic circuits, and also alleviates prob-
lems associated with the loading of logic circuits.

A representative transistor NOR circuit is shown in Fig. 4.27(a). The
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Fic. 4.27. (a) Basic transistor NOR circuit (p—n-p type), and (b) Modification for
higher speed operation

boxes labelled Z may be resistors or diodes. Diodes are preferable for
limiting input current and for preventing feedback of signals between
inputs. The resistor R, in conjunction with the supply voltage V;; pro-
vides a bias to reduce the transistor leakage current /, to a minimum
when the transistor is cut off. When conducting, the transistor is saturated
and offers a low impedance. The number of allowable inputs, m, is limited
chiefly by the input loading, although a crosstalk factor would also have to
be considered if the Z’s were realized by relatively low resistances. The
rumber of circuits, n, that the output is capable of driving is limited by
the loading of the output. The response time of the circuit can be im-
proved by placing a small capacitor, 30-100 puf, in parallel with each
input resistor, or, for an even higher frequency of operation, by incorporat-
ing a germanium and a silicon diode into the circuit, at the points shown
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in Fig. 4.27(b). The subtraction of voltage drops between the diodes
keeps the collector out of heavy saturation and permits operation in the
area of 50 to 100 nanosec.

The circuit shown in Fig. 4.27(a) utilizes p—n—p transistors. By using
supply voltages of opposite polarities, n—p-n transistors could be used
instead. In that case the input and output signals would be positive in-
stead of negative voltages.

When resistors are used for the impedances shown in Fig. 4.27(a)
the circuit is often referred to as a TRL (for transistor-resistor logic) cir-
cuit. The basic switching and storage building blocks of the TRL system
using n-p-n transistors are shown in Fig. 4.28. The flip-flop can be
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Fic. 4.28. Basic transistor-resistor logic circuits (n-p-n type)

considered as being formed either from two resistor coupled inverters
or from two two-input TRL circuits. The TRL system of circuit logic
(sometimes referred to as NoR logic) offers the advantage of reliability
with simplicity and economy, e.g., it is less dependent on collector satura-
tion and base-emitter voltage than DCTL circuits (described in Section
44.24).

The response time of the TRL circuit can be reduced by placing a
capacitor in parallel with each gating resistor in order to produce a cur-
rent spike at the leading and trailing edges of the signals. However, the
use of the circuit is complicated by the fact that if there is a simultaneous
transition of more than one input signal from a lower to an upper level,
fictitious spikes appear in the output, even though one or more other
inputs are at the lower level). These spikes can propagate through several
stages, amplified at each, because the speed-up capacitors in each stage
present a low impedance to these spikes. This difficulty may be overcome
by restricting the logical design to prevent movement of more than one
input at a time from a lower to an upper level, or by restricting the
number of inputs to two. The former process reduces the flexibility of
the system and the latter effectively cancels the economy of components
of the TRL circuit. A more direct approach is to use higher frequency
transistors rather than speed-up capacitors and extra transistors.
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4.4.2.4. Systems Using Direct Coupled Transistor Circuits

Surface barrier and alloy junction transistors are characterized by
low voltage drops, low power consumption, and rapid recovery time.
Special gating and storage circuits have been devised to exploit these
properties. The basic gating circuits developed by the Philco Corporation
are simple, the transistors being used in a way similar to the way relays
are used in switching circuits. Examples of these circuits are shown in
Figs. 4.29(a) and (b). These circuits, characterized by a small number of
passive components as well as direct coupling, are referred to as DCTL
(for direct coupled transistor logic) circuits. The transistors must have
a high ratio of base—emitter voltage to collector—emitter voltage at satu-
ration (so that a saturated transistor can keep off a gate it is driving).

In Fig. 4.29(a) the transistors are connected in series, which is possible
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Fi16. 4.29. Surface barrier transistor logic circuits: (a) Nor, (b) Sheffer stroke

because of the small emitter—collector voltage drop. The bases of the
transistors are connected to control voltages originating from the output
of other similar circuits or directly from flip-flop collectors. If any base
is at ground potential, that particular transistor will be nonconducting.
Therefore, the output will be at — 3 volts. If all base voltages are suffi-
ciently negative, the output will be close to ground potential. Therefore,
this circuit produces the Nor switching function of the input variables.
The circuit in Fig. 4.29(b) essentially represents a set of inverters in
parallel. If any base voltage is sufficiently negative, the transistor will
conduct, causing the output voltage to be near ground potential. There-
fore, this circuit produces the Sheffer stroke switching function (Fg in
Table 3.7). These switching circuits have rise and fall times less than 0.1
usec. One of their disadvantages is that the transfer characteristics are
such that a noise pulse in excess of about 0.1 volts on the base may be
amplified and appear in the output.

The basic DCTL flip-flop circuit uses only two transistors and two
resistors. Figure 4.30(a) shows this basic flip-flop with associated input
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Fic. 4.30. Basic DCTL flip-flop with input circuits

circuits. The input circuits, consisting of transistors T, and T, serve to
set or reset the flip-flop, and are cut off except during an input pulse.
Depending on the state of the flip-flop, either transistor T, or T3 may be
conducting. The collector voltage of the non-conducting transistor is
determined by the current drawn from the base of the conducting tran-
sistor (which saturates heavily). In the circuit shown, the two collector
voltages are approximately — 0.04 and — 0.6 volts. The rise and fall
times are both less than 0.1 usec.

One limitation of the basic DCTL flip-flop circuit is that it contains no
well determined transient memory or delay (although hole storage pro-
duces an uncontrolled delay) and so has an uncertain response to a pulse
occurring at the same time as its set or reset input. Also, the low collector-
voltage swing is insufficient to drive circuits requiring larger signals. A
variation of the basic DCTL flip-flop circuit that alleviates some of its
objectionable features is obtained by placing a silicon junction diode in
the feedback path from the base of each transistor to the collector of the
other with the orientation shown in Fig. 4.30(b). Each diode simulates
a constant voltage source during forward conduction and, while recovering,
in reverse conduction. The use of the diode results in a somewhat larger
collector voltage swing, in less saturation, and in shorter resolution and
fall times. The time constant improvements are due to the hole storage
effects of the diodes which act to draw out the holes stored in the base of
the conducting transistor. The diode also improves the inverter transfer
characteristics.

A relatively simple way of preventing saturation in a circuit is to
include breakdown diodes at appropriate points. The volt-ampere char-
acteristic of an idealized breakdown diode is shown in Fig. 4.31(a).
This characteristic is closely approximated by silicon junction diodes which
are available with breakdown voltages from 4 volts and up. In Fig. 4.32
a modification of the basic direct coupled flip-flop is shown. It is kept
out of saturation by the silicon junction diodes D, and D, which have
a combined volt—ampere characteristic as shown in Fig. 4.31(b). Diodes



4.4, TRANSISTOR SYSTEMS OF CIRCUIT LOGIC 141

4
< / /
- i + '
Breakdown; Voltage
(a)
v
T
— ot e £/
- + '
| EE—

(b)

Fic. 4.31. Volt-ampere characteristics of idealized breakdown diodes

D; and D, are also breakdown diodes, but with a breakdown voltage
greater than that of D, and D,. D, and D, are always kept in the broken
down state to maintain a constant voltage drop between the base of one
transistor and the collector of the other. Under stable conditions one
transistor conducts heavily and the other lightly. If transistor T; is con-
ducting heavily, then D, is broken down and D; is conducting in the for-
ward direction. The circuit of Fig. 4.32 using 2N711 transistors is oper-
able up to about 5 Mc.

As already pointed out, a major factor limiting the switching speed of
saturating transistor circuits is the delay caused by minority carrier storage.
These stored carriers are most quickly removed by applying a reverse-
bias voltage to the base—emitter diode. Therefore, a transistor may be
switched off more rapidly by bringing its base to an off-bias voltage in-
stead of to ground. The flip-flop circuit shown in Fig. 4.33 achieves a
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higher switching rate than the basic DCTL flip-flop by the use of off-bias
gating. When V, is properly chosen, not only does the gate switch off the
conducting transistor, but also it supplies an amount of current to the
load resistor of the nonconducting transistor equal to the amount tae
transistor will conduct after the switching action is completed. This
pseudocollector current reduces the delay normally preceding the switch-on
transient. As a result, the delay from the time of application of the trigger
pulse until the end of the switching transient is only about 20 nanosec
using SB-100 surface barrier transistors.

The single input flip-flop circuit shown in Fig. 4.34 is kept out of
saturation by the use of diodes and dividing resistors which prevent the
conducting transistor from saturating. When the collector voltage of the
conducting transistor drops to about 0.5 volts, the diode conducts, pre-
venting a further drop in collector-base voltage. This reduces the adverse
effects of minority carrier storage, since there are fewer carriers to be re-
moved from the base when the conducting transistor is triggered off. The
steering diodes, D; and D, allow the trigger to be either a pulse or a square
wave. Also, they provide isolation between the two sections of the
flip-flop.

If in the DCTL flip-flop of Fig. 4.30, a parallel resistor, capacitor
combination is placed in each base lead, there results a flip-flop with
higher switching speed. This RC coupled flip-flop has a transition time
about 20% less than the direct coupled circuit. The function of the
resistor is to limit the base current in order to reduce hole storage delay
time. The capacitor aids in switching off a transistor by driving its base to a
positive voltage. Unfortunately, another effect of the resistance in the base
circuit is to reduce the stability of the flip-flop, because it reduces the
base current into the conducting transistor. There are a number of devices
for improving the switching speed without sacrificing stability. One way
of improving both speed and stability is to add an emitter follower in
each of the cross-coupling arms. Also, the delay time due to hole storage
can generally be reduced to one-half by the use of nonsaturating circuitry.

Figure 4.35 shows a modification of the basic RC coupled flip-flop,
designed to provide nonsaturating operation. A resistor inserted from the
base of each transistor to ground forms a voltage divider which limits the
.voltage swing of the base. A parallel RC network inserted between the
common emitter point and ground provides dc feedback which causes the
emitter to stay at a level about 0.3 volts positive with respect to the
base of the conducting transistor. Since the base to emitter voltage is
independent of the emitter resistance, the choice of resistance controls
the emitter current. Fixing of the base voltage and emitter current deter-
mines the collector current. The transistor is kept out of saturation by
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choosing a collector resistance sufficiently small to hold the collector volt-
age of the conducting transistor sufficiently negative with respect to the
base.

Figure 4.36 illustrates a flip-flop circuit in which an emitter follower is
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Fic. 4.36. A saturating emitter follower coupled flip-fiop

used to provide an active coupling network. It allows fast switching action
to be obtained because of two principal effects. First, it is not affected by
hole storage. Second, its low source impedance allows high charging cur-
rents to be supplied to the stray and internal capacitances. The outputs
of the emitter followers also provide convenient output terminals because
of their buffering action. The transition time for the emitter coupled flip-
flop is about 70% less than that of the direct coupled flip-flop. The emitter
follower flip-flop circuit can be modified to yield non-saturating operation,
by using the emitter biasing method employed to provide non-saturating
operation in the RC coupled flip-flop (see Fig. 4.35).

4.4.2.5. A System of Dynamic Pulse Circuitry

The circuits shown in Fig. 4.37 have been used’at IBM as the basis
of a system of logic for a high speed parallel computer application. These
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circuits were designed to use high speed p—n—p drift transistors and to
operate at a pulse repetition rate of 10 Mc. The input pulses are specified
to be in the form of a one-half cycle sine wave with an amplitude of —1
volt and a maximum width of 40 nanosec. A noteworthy characteristic of
the system is that only one power supply is required.

The AND and oR gates are similar in appearance to the direct coupled
transistor gating circuits with dc input signals described in Section
4.4.2.4, These circuits differ principally in that the base input signals are
pulses and the output of each circuit is fed to a pulse transformer which
can drive several loads.

The pulse storage circuit was designed to operate with asynchronous
inputs and to produce synchronous outputs. The storage function is
achieved essentially by the storage of charge on the capacitor C. Pulse
inputs to transistor T, charge the capacitor C, and the charging current
produces an output pulse. The charge on C will gradually decrease, but
for a period of 10 usec will be large enough to inhibit further inputs to
T,. During this period, inputs to T, will not produce an output, but will
reestablish the charge on C, allowing an additional 10 usec of storage.
An input to T, will remove the charge on C and allow the next input to
T, to produce an output. The readout process destroys the stored informa-
tion, and it must be rewritten if it is to be retained.

4.4.2.6. A Gated Pulse Amplifier System

The circuits shown in Fig. 4.38 have been used at Sylvania Electric
Products, Inc. in a system designed to operate on both dc and pulse
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type signals. One of the basic circuits of this system is the pulse pedestal
gate, shown in Fig. 4.38 (a). It is used for the detection of coincidence
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Fic. 4.38. A gated pulse amplifier system of circuit logic, (a) pulse-pedestal gate,
(b) pulse amplifier, (¢) combined pulse-pedestal gate and pulse amplifier.

between the dc output of a static flip-flop and a clock pulse. When the
input voltage from the flip-flop is relatively high, current flows through
Ri, Ry, Dy, and the transformer secondary winding, while D, is cut off.
When a positive pulse is applied across the transformer secondary wind-
ing, D, is cut off and D, conducts, allowing the gated current to flow in
the load circuit. When the input voltage from the flip-flop is relatively
low, the current supply is effectively removed, thereby disabling the gate.
The capacitor is provided to insure that a fast change in the pedestal level
does not of itself produce an output pulse. The circuit is relatively insensi-
tive to input pulse level variations.

Another major circuit of this system is the pulse amplifier shown in
Fig. 4.38 (b). It is used wherever a large output current is required, as
in the case where many flip-flops and gates must be driven by a single
source. The function of the capacitor is to improve the collector current
rise time by providing a large initial surge of base current. After the
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capacitor is charged, resistor R; limits the drive current to minimize
minority carrier storage effects. The discharge of the capacitor at the end
of a pulse period facilitates rapid recovery of the transistor. In Fig.
4.38(c) the pulse amplifier is combined with the pulse pedestal gate to
provide current gain for the gate output. This combination is used when-
ever the pulse output of a gate must pass through two or more other
gates. The function of the diode D is to prevent saturation of the transistor.

For AND and or operations in addition to those provided by the pulse-
pedestal gates, conventional diode gates are used. However, as shown in
Fig. 4.38(d), the output of each dc level gate is fed to an emitter follower
output circuit. This effectively isolates the diode gates from their load.
The inputs of these gates are obtained from the outputs of static flip-
flops, and the dc outputs of the emitter followers may be used for the dc
level inputs to the pulse-pedestal gates. The output circuit load itself
serves as the load resistor of the emitter follower circuit.

The static flip-flop circuit used in this system is shown in Fig.
4.38(e). It was designed to operate at a pulse repetition frequency of

+6V  +6V +6V

47K
2N94A 2N94A

| Output

| Set

(e)
F1c. 4.38. (Continued from page 145): (d) dc gates, (e) flip-flop.
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1 Mc. The circuit is basically the Eccles-Jordan configuration with push-
pull emitter followers incorporated in the feedback paths from the col-
lector of each transistor to the base of the other. The purpose of the
emitter followers is to isolate the flip-flop transistors from loading effects
of the internal regenerative coupling circuits and the external load. They
permit faster switching action, and are capable of driving several gates.
The emitter followers, Ty and Tg, are required only when a dc AND gate
is to be driven. They then supply a negative drive current and T3 and T
discharge the load capacitance. For all other loads Ts and T¢ can be
replaced by diodes, as indicated in Fig. 4.38(e). Ts and T, then supply
the drive currents and the diodes discharge the load capacitance. The
function of the other diodes is to hold the collector of the conducting
transistor at a voltage ample to keep it out of saturation.

4.4.2.7. Systems Based on Current Switching Circuits

All the transistor switching circuits described thus far operate in
what may be termed a voltage mode. In this section, systems of logic are
described which are based on the use of circuits operating in a so-called
current mode, wherein the current from an essentially constant current
source is switched. Circuits of this type may be designed for either satur-
ating or nonsaturating operation. The discussion following will be con-
fined to nonsaturating current switching systems, these being capable of
higher speed operations.

4.4.2.7.1. NONSATURATING COMPLEMENTARY CURRENT
SWITCHING SYSTEMS

In the design of high speed circuits, consideration must be given to
the delays that may be introduced by minority carrier storage as well as
those due to the usual circuit parameters that limit frequency response.
The greater the saturation delay due to minority carrier storage, the less
time will there be available for transition to the switching threshold of
the stages being driven. Therefore, by operating the transistor in a region
out of saturation, the requirements on the rise and fall times of a circuit
for a given over-all delay may be reduced.

While the circuits to be described in this section could use other
transistors, they were designed for use with drift type transistors, and to
introduce delays of only 20 nanosec per circuit. Circuits using these tran-
sistors are not only simple and relatively insensitive to noise, but
also capable of a high frequency of operation. Also, the characteristics
of drift transistors are such that their most favorable operation is found
in a higher voltage, higher current region where the circuits are non-
saturating. To allow operation of the transistor within this optimal region
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with low signal voltage swings, it is necessary that the circuits used be
capable of controlling the operating region of the transistor so that it is
kept within specified voltage and current ratings. These requirements
are satisfied by using a transistor as a current generator driving other
transistors. These circuits may be either ac or dc coupled.

Representative p-n—p and n—p-n current switches that can serve as
the basis of a current switching system of logic are shown in Fig. 4.39.

-2v +6V

W

-12v

Fic. 4.39. Complementary current switches

These circuits are simply differential amplifiers in which the circuit para-
meters are chosen to allow the transistors to operate in a region of good
frequency response and low collector capacitance. In the p—n—p circuit,
cne input is referenced to ground, and in the n-p-n circuit one input is
referenced to —6 volts. The swing of the input signals in either circuit is
just enough to switch current completely into either transistor. In the
p-n—p circuit, when the input is at +0.4 volts, T; is biased off and T is
conducting, and when the input is at —0.4 volts, the reverse situation
occurs. To make the output swing about —6 volts, a small current bias
is added through the resistor returned to the —12 volt supply. For the
p-n—p circuit, the output voltage swing is from —5.6 to —6.4 volts.
Because of the voltage shift within each switch, the output of one switch
cannot be coupled directly to the input of another of the same type.
However, switches of opposite types can be directly coupled as observa-
tion of the input and output signals of each indicates.

Gating circuits may be formed from the basic current mode switch
by connecting transistors in parallel with T} in either the p-n—p or n—p-n
circuit. Figure 4.40 shows a three input gate formed by adding two tran-
sistors in parallel with T; of the p—n—p current mode switch. A similar
gate constructed of n—p-n transistors would have outputs (ABC) and
(4 + B + C) corresponding to the outputs (4 + B + C) and ABC of
the p—n—p gate shown in Fig. 4.40. Because these gates have two useable
outputs, each of which is the complement of the other, there is no need
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Fic. 4.40. A p-n—p complementary current switch gate

for a separate inverter building block in the system. As a result, there is
also a reduced over-all delay in long logic chains frequently including
inverters. Complex switching functions can be constructed by combining
circuits similar to the one shown in Fig. 4.40. For example, assume a
circuit similar to the one in Fig. 4.40 is used to generate (D + E) and DE-
If these two output points are connected to the output points of
(A + B + C) and ABC, respectively, in Fig. 4.40, the complementary
functions produced at those points by the resulting circuit would be
A+ B+ O(D + E) = (ABC + DE) and (4BC + DE). It is pos.
sible to generate any function using either p-n—p or n—-p-n gates exclu-
sively because each contains inversion in addition to its other logical pro-
perties. However, in general, use of both types of circuits will enable
switching functions to be generated with fewer transistors than if only one
type is used.

A flip-flop circuit can be formed by intercoupling a p~n~p and an
n—p-n current mode switch. A flip-flop formed in this manner is shown
in Fig. 4.41. Note that the direct rather than the inverted output of each
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Fic. 441. A complementary current switch flip-flop

switch is coupled to the base of the other. The circuit is set to one state
or the other by means of a pull over transistor added in parallel with
each switch. An or function can be incorporated into each of the flip-
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flop’s input circuits by adding transistors in parallel with the pull over
transistors.

442.72. A SYSTEM BASED ON NONSATURATING COMPLEMENTARY
CURRENT SWITCHING AND INHIBITING Circuits. The basic nonsatura-
ting complementary current switches used in this system are shown in
Fig. 4.42. They are essentially the same as those described in the pre-
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+36V -36V

Fi16. 4.42. Complementary current switches

ceding section. In the p—n—p switch, the constant current at point p will
flow through whichever transistor has the more negative base voltage.
Therefore, either T, or T, will conduct a constant current, according to
whether the input to 7, is greater or less than the bias voltage on T,.
Operation of the n—p—n switch is similar. Both circuits can be made non-
saturating because collector current is controlled. These circuits are not
only suitable for high speed switching, but, because of the large voltage
swings employed, relatively insensitive to noise.

If output number 2 is not required, a simplified form of the current
switches may be formed. Figure 4.43 shows the simplified complementary
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Output Output
sv Input 3 Input
+ -3v
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F16. 4.43. Simplified complementary current switches

current switches in which transistors T, and T, of Fig. 4.42 have each
been replaced by a semiconductor diode.
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A modification of the basic p-n—-p complementary current switch,
referred to as an inhibitor, is shown in Fig. 4.44. When T, conducts,

To emitter of n-p-n
switch to be inhibited

tnput +4v L
+5V non B
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Re
-36V

F16. 4.44. p-n-p complementary current inhibitor

its entire collector current flows into the common emitter resistor of the
n-p-n current switch to which the collector of T, is connected. This brings
the emitters of the n—p-n switch to ground potential (provided that R,
is sufficiently less than the common emitter resistor of the n—p—n switch).
Because the signal input to the n—-p—n switch can never be more positive
than ground, both transistors of the n—p—n switch are back biased, and
both of its outputs will be +5 volts regardiess of the input. Thus the
n-p-n switch is inhibited. The diode to ground prevents saturation of
T: under dc worst case conditions. The other collector of the inhibitor
can either be connected to a —5 volt supply through a resistor, to provide
a regular p—n—p switch output, or used to inhibit another n—p—n switch.

Figure 4.45 is a schematic of a simplified flip-flop circuit formed from
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Fic. 4.45. Simplified complementary current flip-flop

an inhibitor and two simplified n—p-n current switches. The flip-flop is
triggered by momentarily switching off the “on” transistor. Since it has
outputs only of positive sign, it can drive only p-n-p gates and switches.



152 4. SWITCHING AND STORAGE CIRCUITS

An important feature of this flip-flop is that both AND and oR gates can be
incorporated within it, thus allowing appreciable savings in components in
a large switching system. AND gates may be incorporated by adding tran-
sistors in parallel with T3 and T, and oR gates incorporated by paralleling
transistors with 7'y and T..

Figure 4.46 is a schematic of a flip-flop with both positive and nega-
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Fic. 4.46. A complementary current flip-flop with four outputs

tive outputs and capable of driving n—p-n as well as p-n—p circuits.

4.5. Magnetic Core Systems of Circuit Logic

4.5.1. INTRODUCTION

A magnetic core is a small toroid formed of a material exhibiting
ferromagnetic properties. Representative dimensions for a core used in
logic circuits are inner and outer diameters of 0.08 in. and 0.12 in.
respectively, and a thickness of 0.03 in. The magnetic core is a versatile
computer element capable not only of being switched from one stable
state to the other within microseconds but also of remaining in a specified
state without a continuous dissipation of energy. The use of the magnetic
core as a gating element will be described first. In the succeeding section
its use in information storage applications will be described.

Let us consider briefly the switching properties of a magnetic core.
Figure 4.47 shows the idealized hysteresis loop of a ferromagnetic ma-
terial. If a core is magnetized at the point of the loop designated as B,
and is subjected to a negative magnetic force, — H,, it will traverse the
downward path indicated by the arrow, and arrive at the point on the
loop, 0,. When the magnetic force is withdrawn, the core will return to
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the point —B,. While the application of —H,, to a core in the B, state
produces a large change of flux A%, the application of —H,, to a core at
—B, produces a small change of flux A®,. Similar remarks apply when
+H,, is applied to a core either at state —B, or +B,, the point being that
once a core has been switched to a stable state by a magnetic force, it
will remain in that state until a comparable magnetic force of opposite
sign is applied. (Successive application of forces of like sign essentially
leave the core unaffected). This behavior is analagous to that of a set-
reset type of flip-flop wherein a signal on an input line will have an effect
only if the preceding input signal was on the other input line. When an
applied magnetic force adequate to switch the core is withdrawn, the core
will return to a state of positive or negative magnetic remanence (+ B, or
—B,) according to whether the applied force was positive or negative,
respectively. The two stable states +B, and —B, define the 1 and O state,
respectively.

The hysteresis loop shown in Fig. 4.47 is, as stated, idealized since
discontinuous breaks are not obtainable with existing ferromagnetic ma-
terials, The hysteresis loop of a representative ferromagnetic material
which approaches the ideal is shown in Fig. 4.48. The more rectangular
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Fi6. 4.47. Idealized hysteresis loop of a Fic. 4.48. Hysteresis loop of a
ferromagnetic material representative ferromagnetic material

in shape the hysteresis loop, the more suitable is the material as a switch-
ing element.

The operation of a simple magnetic gate will now be described. Con-
sider the circuit shown in Fig. 4.49. Three windings (two input windings,
A, B, and one output winding C) are formed on a toroid of suitable mag-
netic properties. Assume that the core is initially in magnetic state —B,,
(see Fig. 4.48). If a positive current pulse of sufficient magnitude is
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Fic. 4.49. A simple magnetic core gate

applied to winding 4, the magnetic state of the core moves to + B,. On
removal of this pulse, the magnetic state recedes slightly to +B,. If, sub-
sequently, a negative current pulse is applied to B (i.e., one producing
the opposite magnetizing effect as that produced by the pulse at 4), the
magnetic state of the core is switched to —B,, (receding subsequently
to —B,).

It is clear that signals are required on both input windings alter-
nately in order to obtain an appreciable signal on the output winding.
Consecutive inputs on only one of the input windings (without an inter-
vening input signal on the other input winding) produces only negligible
ouiput signals, since successive application of forces of like sign essentially
leaves the core undisturbed. Specifically, two consecutive signals on winding
A produce a change of flux (B,—B,), while two consecutive signals on
winding B produce a change of flux —(B,—B,).

In the course of forming the desired output signal, certain other
undesirable signals may be formed: A signal on an input winding may also
induce a signal (of opposite sign to the desired output signal) in the output
winding C. Also, a signal on one input winding may also cause a feed-
back signal into another input winding as well as produce an output signal
on winding C. These unwanted signals may be effectively removed, if neces-
sary, by means of appropriate circuitry.

A symbolic representation useful for describing magnetic core logic
circuitry is shown in Figure 4.50. The core is represented by a circle. A

B
o 9=
(b) ¢ (e

Fic. 4.50. A symbolic representation for magnetic core logical elements
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line with an arrow pointing to the circle represents an input that sets
the core to the binary state indicated just inside the circle. Open arrows
imply pulses, and closed arrows dc signals. Double arrowheads of either
type serve to indicate that the existence of this input will hold the core
to that state despite the presence of other input signals. The symbol on
the input line may indicate either a timing input, or designate the source
of the input signal (and the time when it appears). Lines originating at
the circle represent output circuits. A signal is present on the output line
when the core is switched to the state shown at the origin of the line.
In Figure 4.50(c), there is a significant output only when the core is
switched from a 1 to a O state by a signal on line C. This is a conditional
transfer circuit since an input on B, which also sets the core to the O
state, does not produce an output.

A magnetic core may be used either as a controllable transformer or
as a variable impedance, as shown in Fig. 4.51(a) and (b). In both
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Fic. 4.51. Schematic of a magnetic core in terms of (a) a controliable transformer,
(b) a variable impedance

schematics, conventional dot notation is used to indicate winding polarity,
with the added definition that current into a dot terminal corresponds to
a negative magnetizing force, and will set the core to the O state. In
Fig. 4.51(b), if the core is in state 1 when current, I, is applied the
core will switch. A relatively large counter-emf, e, will be generated in
winding N, and the core will look like a relatively large impedance to
the driving source. If the core is in state O when [/ is applied, the
counter-emf will be small and the core will look like a small impedance
to the driving source.

4.5.2. TRANSFER Loops (Loev et al. [1956])

Before continuing with a description of different types of gating cir-
cuits, the basic types of transfer loops that may be used for coupling these
circuits to one another will be considered. A transfer loop is a circuit
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that connects two or more cores for the purpose of information transfer.
A transfer loop normally includes an output winding of a transmitting
core, an input winding of a receiving core, and one or more diodes. The
three types of transfer loops which will be discussed, namely the single
diode loop, the split winding loop, and the inhibit loop, permit synthesis
of all logical circuitry of a digital information processor.

A basic transfer loop is the so-called single diode loop. It permits
permanent storage, and unconditional transfer of information to one or
more receiving cores when an advance current is applied to the trans-
mitting core. Such a loop, connecting core A to core B, is shown in
Fig. 4.52. According to the symbolic representation defined, if an “input”
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F16. 4.52. Schematic and symbolic representation of a single diode transfer loop

current is applied to winding N3, core A will be switched to state 1 (if it
is in state 1 at the time the input current is applied, no effect is produced),
and if an “advance” current is applied to either winding No; or N,
core A will be switched to state O (if it is in state O already, no effect is
produced). The only condition for which the application of an “advance”
current to core A can produce an effect on core B is if at the time of
application, core A is in state 1 and core B in state 0. Then, as a result
of the advance current being applied to core A, core B will be switched
to state 1. This occurs as follows. The advance current, by definition,
switches core A to state 0. This induces a signal voltage ¥, in winding
N,, causing a transfer current /, to flow in the transfer loop. If the diode
characteristics and the design of windings N; and N, are proper, the trans-
fer current flowing through N, will be sufficient to switch core B to state
1. Additional receiving cores may be switched by connecting their input
windings in series with the transfer loop. To show why the advancing of
core B produces no effect on A it is only necessary to consider the case
when B is in state 1 and A in state 0. The current I, will switch B to
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state 0 and induce a voltage in winding N,. This voltage produces a cur-
rent in the transfer loop tending to switch A to state 1. However, the cur-
rent is limited to a value less than that required to switch 4 because of the
relatively high impedance of N relative to N, and the nonlinearity of
the diode which causes it to present a higher impedance to smaller input
signals. The reason why the application of current on the “input” line
of core 4 has no effect on core B is that this current induces a voltage
across N, opposite in polarity to V; (see Fig. 4.52), and for which the
diode presents a high impedance to the flow of current.

The split winding loop, shown in Fig. 4.53, allows conditional trans-
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Fi1G. 4.53. Schematic and symbolic representation of a split winding transfer loop

x5

fer between cores and permits logical operations upon isolated cores. It
is only necessary to consider the operation of this circuit for two initial
states of 4, B. First, consider the case where 4 and B are both in state O.
When the advance current pulse Iy, is applied, it divides into branch cur-
rents I, and I,. Since A is in state 0, winding N, offers negligible impe-
dance. Since I, flows into a dot terminal and I, into a nondot terminal
on equal windings of 4, the net magnetizing force on A is nearly zero,
and does not change the state of A. If core A is in state 1 and B in state
0 when the advance current is applied, the 1 will be transferred from
A to B. By design, N, is large relative to other impedances in the transfer
loop and I, will be much smaller than I,. The effect is that a transfer
current, I;, equal to one half the difference of I, and I, flows through a
winding of N, turns on core B, and sets B to state 1. Branch current I,
clears A4 to state 0. Information can be transferred from A4 to B only
during the application of advance pulse Iy;. At all other times one or the
other of the diodes will inhibit the flow of transfer current. 4 can be
switched back and forth between the 1 and O states during a sequence
of operations without affecting B.
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The split winding transfer loop is immune to the backward flow of
signals; the switching of the load core B by other inputs cannot send
noise current back to core 4. Therefore, a single transmitting core in a
split-winding transfer loop can switch as many as five or six receiving
cores simultaneously. In general, this cannot be done with the single diode
loop, because when the receiving cores are later sensed they have an
additive effect for the backward flow of current.

The inhibit loop, shown in Fig. 4.54, is a special form of split-winding

Input A

Fic. 4.54. Schematic and symbolic representation of an inhibit transfer loop

circuit interconnecting cores A and C as shown. This type of loop offers
a reliable method for conditionally inhibiting the transfer of information
from one core to another. If cores A and C are in the same state, no
effect will be produced on core B when advance current I, is applied,
since I, = I,. When A is in state 1 and C in state 0, I, > I, and the net
magnetizing force applied to B is adequate to set it to 1. Conversely,
when A is in state 0 and C in state 1, B is set to 0. In all cases, 4 and C
will both be in state O after application of Io;.

The inhibit loop permits the synthesis of certain logical operations
that might otherwise be difficult to realize. It also has the isolating ad-
vantages described for the split-winding transfer loop.

4.5.3. GATING CIRCUITS.

Magnetic core realizations of the most commonly used gating circuits
will be described next. We will consider first the operation of negation.
It may be obtained by a suitable choice of the inputs in Fig. 4.50(c).
For example, let the input on 4 be a timing pulse, #;, which uncondi-
tionally sets the core to state 1. If the signal to be negated, p, appears
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on line B at time ., the core will be set to state 0 (without producing
an output), and, therefore, the next shift pulse, 5, appearing on line C
does not produce an output on line D. Conversely, if a p pulse did not
occur at time #, the application of #3 will produce an output on line D.
Thus, D = p—t3.

Two methods of realizing the or function with single diode transfer
loops are shown in Figs. 4.55 and 4.56. The circuit in Fig. 4.55 can
be used when both transmitting cores are energized by the same advance
pulse, and that in Fig. 4.56 is required when 4 and C are energized by
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Fi16. 4.55. Magnetic core or gate with Fic. 4.56. Schematic and symbolic
single advance pulse input representation of a magnetic core OR
gate with two advance pulse inputs

advance pulses occurring at different times. The number of inputs that
can be mixed into one receiving core is limited mainly by the additive
effects of 0 output voltages from transmitting cores. The or function
can also be obtained by using the split-winding transfer loop, e.g., by
connecting the output windings N, of the two transmitting cores in series.

Two magnetic core AND circuits are shown in Fig. 4.57. The informa-
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Fic. 4.57. (a) Magnetic core aND gate formed from “negation” circuits, 2nd
(b) magnetic core AND gate
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tion pulses (which need not occur simultaneously) are designated by
p, q, r, and the clock pulses by #;, t., t5. In Fig. 4.57(a) cores A and C
each perform a negation, and comprise an oOr circuit which sends a signal
to B at time t; only if at time #, neither ¢ nor r were present. Core B
also performs a negation and an output is obtained at time #, only if p
were present at time ., and if neither 4 nor C had produced a signal at
the preceding time #3. The AND circuit of Fig. 4.57(b) uses the output
of one core 4 to provide the advance current pulse for a second core B.
This advance current exists only if p had occurred and can produce an
output from B only if g had occurred. Clock pulse t; is needed to clear
B for the case where g occurs and p does not.

The operation of these core circuits is sequential even within a single
switching function unit, in contrast to the operation of diode logical
circuits. Therefore, in combining a number of units, it must be arranged
that information pulses originating in various units at different times,
arrive at a combining unit within a prescribed time interval. One method
of satisfying this requirement is to use delay cores, another is to postpone
the extraction of data from one or more of the originating units. The
first scheme requires extra cores, the second a greater variety of shift
(timing) pulses. However, the use of multiple timing sources does not
necessarily result in a proportional increase in the number of power ampli-
fiers. In any large system a number of power amplifiers will be necessary.
If multiple timing sources are used, these amplifiers simply are distributed
differently than in single or double source systems. Some of the advan-
tages of magnetic core logic circuitry are low power and space consump-
tion, high reliability of operation and a long expected life. Also, since
cores are low impedance devices they are relatively free from pick-up
and cross talk. The limitations of the magnetic core system of logic de-
scribed are its serial nature, its inflexibility for certain applications, and its
presently limited frequency of operation. The first of these limitations may
be alleviated by use of multi-input magnetic core gates in conjunction with
transistor flip-flops as described in the section following.

4.5.4. A MULTIINPUT CORE GATE, TRANSISTOR FLIP-FLOP SYSTEM*

A schematic of a multi-input magnetic core gate is shown in Fig. 4.58.
The actual number of control windings on a core is variable. Whereas, in
the diode gates described in Section 4.2, the steady state output of each
gate was interrogated by a voltage clock pulse, in this arrangement a
current clock pulse is used to interrogate the state of magnetization of

* Vorndran and Kaiser [1955].
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Fic. 4.58. A multi-input magnetic core gate showing the clock and
output waveforms

the core. The form of the current pulse applied to each core is also shown
in Fig. 4.58. The preparatory clock pulse applies a small positive magneto-
motive force to the core and the main clock pulse a large negative mag-
netomotive force. If there is no current in any of the control windings,
application of the composite clock pulse causes the magnetic state of the
core to move along a hysteresis loop to saturation, first in the positive
direction, then in the negative direction, and finally to be left at a point
of negative remanence. Whenever a current is applied to one of the
control windings, it is in the direction that produces a negative magneto-
motive force. Even if only one control winding has current applied to
it, the magnetic state of the core is sufficiently biased in the negative
direction to prevent switching of the core to a state of positive saturation
by the preparatory pulse. When current is present in more than one con-
trol winding, the core is biased even further in the negative direction.
When current is not present in any control winding, the application of the
composite clock pulse causes a voltage to be induced in the control wind-
ings, and the output winding in the form of a small negative signal due
to the preparatory pulse, followed by a large positive signal due to the
main clock pulse. When current is present in one or more control wind-
ings, the voltage induced in these windings is essentially zero. If the
presence of current in a control winding is defined to represent 1 and the
presence of a voltage pulse in the output winding also represents 1, then
the arrangement shown in Fig. 4.58 acts as a multi-input NOR gate. An OR
gate may be formed by connecting the output windings of two or more
cores in series.

The currents in the cores may be controlled by vacuum tube or tran-
sistor flip-flops. A number of control windings, on different cores, can
be connected in series across the output of a single flip-flop, though the
voltage induced across these control windings by the flow of current in
other windings must be considered in the design of the flip-flop. Either
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a single output winding, or a number of them in series serve as inputs to
a set-reset flip-flop. Accordingly, the output windings are referred to as
trigger windings. When a 1 is produced on a trigger winding, the small
negative pulse is blocked by a series diode and the large positive pulse
used to trigger a flip-flop. When a 0 is produced on a trigger winding,
the output signal may be considered negligible for a single core. However,
when a 0 is produced on each of several trigger windings connected in
series, the effect is compounded. The total number that can be so con-
nected to a flip-flop input is limited by the voltage ratio of a 1 and a 0
on a trigger winding. Also, a clamping diode may be required on the
flip-flop input if a 1 signal can appear on several series-connected trigger
windings simultaneously. In both of the cases described, a larger number
of input trigger windings can be accommodated by separating them into
two or more series combinations.

The number of control windings per core is limited by the wire size,
and, if a transistor flip-flop is used, the cutoff current of the output tran-
sistor. When all the control windings on a core are in the O state, the
magnetomotive force due to the sum of these currents must be consider-
ably less than that produced by a 1 on one control winding. Otherwise,
the core will be negatively biased to the point where application of the
clock pulse will not switch it.

Though each control winding is functionally equivalent to a diode in a
diode gate, whether this represents a saving is questionable because of the
expense of forming these windings compared to the very low price of diodes
for frequencies under 250 Kc, the approximate limit of operation of the
core circuits. While the only gating power required is clock pulse power,
even at these frequencies there are problems in generating and transmitting
the large currents required. The system also suffers from inflexibility in
several respects. For example, because the loading on the gates is critical,
the actual load must be individually computed for each network, and a
change in one or more switching functions usually necessitates a recompu-
tation of the loading. Also, if pyramiding is employed, in general more
than one clock period is required to generate a function (since .only OR
combinations of gate outputs can be formed without the use of additional
gates) and, conversely, if all switching functions are to be formed in one
clock period, the savings of pyramiding cannot be realized. Though the
system is flexible with respect to the choice or number of dc voltage levels,
because the flip-flop inputs and outputs are ac coupled through the
gate windings, the multi-input core gate did not come into any appreciable
use for logical circuitry because of its limitations compared to other types
of circuitry. For example, the transistor NOR circuits (section 4.4.2.3) are
comparable in cost, do not have the logical deficiencies described, and
permit a higher frequency of operation.
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4.5.5. THE TRANSFLUXOR

The transfluxor* is a magnetic core device composed of a material
with a nearly rectangular hysteresis loop and having two or more aper-
tures. It is similar to other core devices in that its response to an input
signal is controlled by a setting pulse which it previously received and
stored. However, the process of generating an output in the transfluxor
does not affect the setting pulse, so a single setting pulse can be stored
and then used to control the device indefinitely. The transfluxor can be
used not only as an on—off switch, but also can be set to yield an output
at any desired level between “off” and maximum ‘“‘on”.

The principles of operation and general properties of the transfluxor
will be described briefly with reference to a two-aperture unit as shown
in Fig. 4.59. The two circular apertures form three distinct legs in a mag-

o O ©

Blocked Unblocked

Fi1G. 4.59. Schematic of a two-aperture transfluxor and symbolic representation
of blocked and unblocked states

netic circuit. The windings w,, on leg 1 and w; and w, on leg 3 are shown,
for the sake of simplicity, with single turns. Assume that a current pulse
is applied to w; of direction and magnitude such that there results a
clockwise flow of flux which saturates legs 2 and 3. Consider now the
effect of applying an ac current to ws, producing an alternating mmf
along a path surrounding the smaller aperture. When this mmf has a
clockwise or counterclockwise sense, it will tend to produce an increase
in flux in leg 3 and a decrease in leg 2, and vice versa, respectively. In
neither case are increases in flux possible since the legs are already
saturated. Consequently, there can be no flux flow. When the transfluxor
is in this state, no voltage is induced in the output winding w,, and the
transfluxor is said to be in a blocked state.

If there is applied to w, a current pulse of direction and magnitude
such that a counterclockwise mmf is generated intense enough to produce
a mmf in closer leg 2 larger than the coercive force H,, but not large
enough to allow the mmf in leg 3 to exceed the critical value, the satura-
tion of leg 2 will reverse but leg 3 will not be affected. In this condition,
the alternating mmf around the small aperture resulting from the ac cur-

* Rajchman and Lo [1956], [1955].
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rent in w; will produce a corresponding flux flow around the small aper-
ture. This flux flow, which may be thought of as a back-and-forth transfer
of flux between legs 2 and 3, will reverse indefinitely with each reversal of
phase in the ac current. The alternating flux flow induces a voltage in the
output winding w, during this “unblocked” or “maximum set” state of the
transfluxor.

To summarize, the transfluxor is blocked when the directions of rema-
nent induction of the legs surrounding the smaller aperture are the same,
and unblocked when they are opposite. In the blocked state the magnetic
material around the small aperture provides essentially no coupling be-
tween the primary, ws, and secondary, w,, windings, while it provides a
relatively large coupling between these two windings in the unblocked
state.

A limit is imposed on the permissible amplitude of the ac by the fact
that, when in the blocked state, a sufficiently large ac in the phase tending
to produce counterclockwise flux flow could change the flux in leg 3 by
transferring flux to leg 1. This limit is increased by the use of unequal
hole diameters, making the flux path via legs 1 and 3 much longer than
via legs 2 and 3.

The driving (clockwise) pulses, which cannot unblock a blocked trans-
fluxor can be arbitrarily large. As a result, when the transfluxor is un-
blocked by proper setting, these pulses may not only provide the required
minimal reversing magnetizing force around the small aperture, but also
substantial power to deliver large output currents. The priming (counter-
clockwise) pulses must be of sufficient magnitude to provide the required
magnetizing force around the small aperture, but insufficient to provide
it around both apertures.

In the preceding description of the on—off operation of the transfluxor
a “maximum set” state was referred to. However, the transfluxor can also
be set to any level in a continuous range. Once set, it will deliver in-
definitely an output proportional to the setting.

When priming and driving, the flux in leg 1 is not affected by the
interchange of flux between legs 2 and 3, so there is no coupling between
the input and output circuits. When setting, there is also no coupling
between input and output circuits because no flux is changed in leg 3,
but only in legs 1 and 2. The same applies when blocking occurs after
driving, rather than priming, since the drive pulse has already saturated
leg 3 in the direction of blocking and no further flux change is possible.

A hysteresis loop as rectangular as possible is desirable because:
(1) it lessens the undersirable interchange of flux in the blocked condition
due to imperfect saturation of legs 2 and 3; (2) it lessens the coupling
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between legs 1 and 3, providing better isolation of control and output
circuits; (3) it provides a sharper threshold for the setting current pulse,
thereby making the transfluxor more suitable for switching applications.

The transfluxor exercises control by means of the amount of flux
which can be transferred for an indefinitely long time between legs 2
and 3, and which can be set by a single pulse to any desired value in a
continuous range. It operates as if the output magnetic circuit consisted
of a conventional one-apertured core with the essential property that the
effective cross-sectional area of that core can be adjusted by a single set
pulse to any desired value from practically zero to a maximum value
equal to the physical cross-sectional area of its smallest leg.

The use of more than two apertures creates many new modes of
flux transfer and increases the kind and number of switching and storage
functions. Consider the three-aperture transfluxor shown in Fig. 4.60.

After clear Afterset4  After set8

Output

Set Set Prime
A B and
drive

Fic. 4.60. Schematic of a three-aperture transfluxor and symbolic representations
of different magnetic states

This device can be operated as a two-input sequential gate, i.e., an out-
put is produced if the two inputs A, B are applied in the order 4, B, and
no output is produced if they are applied in the order B, A4 or if one input
is absent. The operation is as follows: After a clear pulse, the legs, 2, 3,
and 4 are saturated downward. The output flux path around the last aper-
ture via legs 3 and 4 is blocked and neither the prime nor the drive pulse
can produce any flux change. The flux path around the second aperture
via legs 2 and 3 is also blocked so that the signal B cannot produce any
flux change. However, the flux path around the first aperture via legs 1
and 2 is not blocked and the signal 4 can reverse the direction of flux in
leg 2 by transfer of flux to leg 1. If 4 were present and leg 2 were re-
versed, the flux path via legs 2 and 3 is unblocked, with the result that
the occurrence of B can now reverse the flux of legs 2 and 3. This returns
leg 2 to its original downward direction, reverses leg 3 and unblocks
the flux path via legs 3 and 4. The output flux path is now unblocked,
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and a succession of priming and driving pulses will produce an output
indefinitely.
A five-aperture transfluxor is shown in Fig. 4.61. This device may be

5.\ Unblocked output
JoJ0lol)  tlux poth

PN Blocked output
’0@’/0‘ flux path

Fic. 4.61. Schematic of a five-aperture transfluxor and symbolic representations
of blocked and unblocked output states

operated as a four-input AND gate. The occurrence, in any order, of all
four input signals is required to open the gate. The operation of the unit
is based on the fact that the output flux via legs 1, 2, 3, and 4 around the
central aperture can be blocked by any one of the four legs, and is un-
blocked only when the sense of flux saturation around the central hole is
the same in all legs. There are two unblocked states corresponding to
two senses of flux rotation around the central aperture. One of these
states may be eliminated by using one leg as a reference, yielding a three-
input gate.

4.6. Superconductive Switching Elements

Circuit elements still under development which show great promise
for computer applications are those based on the use of superconductive
materials. In metals not classified as superconductors the electrical resist-
ance drops as the temperature is lowered until a point is reached (in the
low temperature region above absolute zero) where the resistance remains
constant as the temperature is lowered further. In a superconductor the
resistance in the low temperature area drops abruptly from a value that
varies between 10—! and 10—2 of room temperature resistivity to a value
which, as far as has been determined, is equal to zero. The point at which
this occurs is referred to as the critical temperature, T, or superconductive
transition temperature.* Another important property of superconductors
is that the application of a magnetic field greater than a critical value, H.,

* There are 21 elements, as well as a number of alloys and compounds, that are
superconductors with transition temperatures ranging between 0°K and 17°K.
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destroys superconductivity. The value of H, in the region 0K < T < T,
is approximately equal to H, [1-(T/T,)?], where H, is the critical mag-
netic field at T = 0°K. The critical magnetic field curves in Fig. 4.62
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Fic. 4.62, Critical magnetic field, H, curves for several superconductors

show that increasing the magnetic field lowers the transition temperature.
The area below each curve represents a region of superconductivity and
the area above a region of normal resistivity. For example, if lead is held
at a constant temperature of 5°K in a magnetic field of 200 oersteds, it
will display superconductivity, while if the applied field is increased to 600
oersteds the superconductivity will be destroyed. The existence of a super-
conductive transition temperature and a critical value of magnetic field
provides the nonlinearity required for switching. A superconducting switch-
ing element called a cryotron, invented by D. A. Buck, at M.LT., is
based upon exploitation of these phenomena. The temperature of the
element is held constant and it is switched from a superconducting to a
normal state by application of a magnetic field greater than H,. For each
superconductor, a choice of temperature about 0.2°K less than the zero
field transition temperature allows operation with small magnetic fields—
between 50 and 100 oersteds. For tantalum, this operating temperature
is about 4.2°K. The fact that this corresponds to the boiling point of
helium at a pressure of 1 atm., and therefore the temperature of most
storage tanks for liquid helium, is one reason for the use of tantalum in
the early experiments.
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In an early experimental form, the cryotron consisted of a 1-in. strip
of 0.010 in. tantalum wire inside a single layer control winding of 0.003
in. insulated niobium wire (shown schematically in Fig. 4.63(a) ). Current

{a) (b) {c)

Fic. 4.63. (a) Wire-wound cryotron, (b) crossed-film cryotron, (¢) block diagram
of a cryotron

in the control winding creates a magnetic field which causes the central
wire, designated as the gate wire, to change from a superconducting to
a normal state. The control winding is a superconductor with a relatively
high transition temperature. Niobium was used for this reason and be-
cause of its good ductility and tensile strength. Because of its relatively
high value of critical field at the operating temperature, the control wind-
ing remains in a superconducting state at all times. Average power dis-
sipation per cryotron is about 10~—* watts. A unique property of the cryo-
tron compared to vacuum tubes or semiconductors is that control is
independent of the sign of the control current and, therefore, when the
gate circuit is in its superconducting state, there may be current flow
in either direction.

Before continuing with a description of the cryotron, two other im-
portant properties of superconductors will be described: (1) The Meiss-
ner effect, namely, because in the superconducting state the magnetic
induction is zero, there must be superficial currents which produce an
internal field that cancels the applied field. (Actually the currents occupy
a thin surface layer and the magnetic induction decreases to zero within
a very small penetration depth which for most superconductors is of the
order of 10—% cm), (2) If the amount of current a superconductor carries
exceeds a certain limit, the superconductivity will be destroyed. For con-
ductors whose dimensions are large compared to the penetration depth,
the value of this critical current, I., is that which produces a magnetic
field, H,, at the surface. The variation of I, with temperature is similar
to that of H..

The cryotron acts as a current amplifier since the resistance of the
gate can be varied to control current. The condition for current gain is
that the amount of current in the control winding that produces a critical
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field is less than the amount of current in the gate circuit that destroys
superconductivity. When (4xn) > (2/r), n being the number of turns
per unit length of the control winding, and r the radius of the gate wire,
one element can be driven by another without intermediate current trans-
formation.

In pulse circuits, the gate current of one cryotron becomes the control
current of another. For this condition, the frequency at which the power
gain becomes unity is given by R,/L., where R, is the normal resistance of
the gate circuit, and L, the inductance. of the control winding. Though L,
and R, are on different cryotrons, the L/R time constant (assuming all
cryotrons in a network have the same values of L and R) serves as a
convenient measure of potential operating speed. L/R is independent
of the cryotron’s length, (for L and R each increase linearly with length),
and decreases as the fourth power of the diameter (for L decreases as the
square of the diameter, and R increases as the inverse square).

In practice the frequency of operation of the cryotron turns out to be
less than what would be expected from consideration of the L/R time
constant alone. Current through a gate normally conducting raises its
temperature (in some cases above T,) and reduces the value of H..
Because the control winding acts as a thermal insulator, the thermal time
constant may be several hundred microseconds. Its relative importance
can be reduced by increasing the number of turns on the control winding.
This reduces the amount of control current required to produce a critical
magnetic field at the expense of increasing L and the L/R time constant.
Eddy current effects, which become relatively greater for smaller gate
diameters, impose a further limit on the speed obtainable with a wire-
wound cryotron. Magnetic flux, excluded from the gate wire in the
superconducting state, penetrates into the wire when the superconductivity
is destroyed by a magnetic field greater than H,. The region of normal
conduction starts as a thin outer shell, and as the flux moves inward,
eddy currents are induced in this region. The heat generated by the eddy
currents retards the growth of the normal phase. A similar phenomenon
occurs in the normal to superconducting transition. Even with the smallest
wire practical, delays resulting from eddy currents limit the transition
speed to about a microsecond.

Various schemes have been proposed to increase the speed of the
wire-wound cryotron: Since resistivity in the normal state varies over
several powers of ten among various superconductors, an increase in
speed may be obtained by using alloys of greater resistivity. Another
scheme is based on the fact that the superconductive currents are within
a thin surface layer. Thus, removal of the core of the gate wire would
increase the resistance in the normal state (in proportion to the ratio of
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original to new cross-sectional area) without impairing operation in the
superconducting state. An equivalent arrangement would be to deposit a
thin layer of superconducting material on an insulating wire. However,
because of basic speed limitations, as well as difficult production prob-
lems encountered in miniaturization, further development of the wire-
wound cryotron has been discontinued. For faster switching, one of the
dimensions of the cryotron must be greatly reduced. An approach cur-
rently being investigated is the use of thin metallic films, deposited on a
glass substrate, for both the control and gate conductors. (Thin film
memory devices are described in Sections 5.3.6 and 5.3.7). The use of
stencils in the deposition permits construction of several complete circuits
at a time and, therefore, greater miniaturization and simpler fabrication.
It is estimated that about 1000 thin film cryotrons could be contained in a
cubic inch.

‘Films of lead and tin with thicknesses of 10—% cm or less are easily
evaporated. Tin is used for the gate and lead for the control conductor
because H, is much less for tin (Fig. 4.62 shows that at 3°K these values
are 100 and 700 oersteds, respectively). In the crossed film cryotron
(shown schematically in Fig. 4.63(b)) a gain > 1 is achieved by using a
control strip much narrower than the gate strip. L/R time constants of
about 100 musec appear to be obtainable with this type of arrangement.

A disadvantage of tin is that because its zero field value of T, (3.7°K,
see Fig. 4.62) is less than 4.2°K, the boiling point of helium at at-
mospheric pressure, the helium cryostat must be operated at a reduced
pressure. The use of tantalum instead would eliminate this difficulty.
However, suitable evaporated tantalum films are very difficult to produce
because of tantalum’s high melting point and its excellent properties as a
getter. Films which have been produced thus far have exhibited anomalies
which, it is believed, are due to impurities introduced during evaporation.
For example, films formed at 10—% mm Hg did not become superconduct-
ing even when cooled to 1.5°K, and films produced at about 10—¢ mm Hg
became superconductive only when cooled to 1.6°K. For bulk tantalum,
the zero field value of T, is about 4.4°K, as shown in Fig. 4.62. For this
reason, considerable effort is being expended on developing the technology
of producing improved thin films. At M.LT., equipment is being devel-
oped to allow evaporation of films at a pressure of 10~ mm Hg.

Future developments will depend on a better understanding of the
phenomena of superconductivity, further data on the mechanism of super-
conducting circuits, and a study of the mechanism by which evaporative
films are formed and the problems of producing films with desired physical
properties. Until the various factors that influence the structure of the
film are better understood, it is difficult to tell whether observed super-
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conducting properties are representative of films in general or only of
those produced by a specific process. Also, the use of new alloys and
circuits that exploit the special characteristics of the thin film configura-
tion can lead to improved switching times.

A flip-flop can be formed from two cryotrons by placing each gate
circuit in series with the control winding on the other cryotron and con-
necting the two branches in parallel. If both branches are superconduc-
tive, the current divides equally. However, if one is superconducting and
the other even partly in the normal state, all the current from the supply
flows in the superconducting branch. Figure 4.64 shows a block diagram

O Input / | Input

supply
Input cryotrons
Flip-flop

/supply

Output cryotrons

/read

| Output O Output

FiG. 4.64. Cryotron flip-flop with input and output cryotrons

of a cryotron flip-flop with input and output circuits. A pulse applied to
the control winding of one input cryotron drives that branch resistive,
eventually causing all the current to flow in the other branch. This repre-
sents one stable state. A pulse applied subsequently to the other input
cryotron establishes the opposite stable state. If a number of input cryo-
trons are connected with their gate circuits in series, they function as an
OR gate, and if connected with their gate circuits in parallel, as an AND
gate. For each stable state of the flip-flop, one of the read-out cryotrons
will be resistive and the other superconductive. A read-out pulse, applied
at the junction of the read-out cryotron gate circuits, chooses a path
accordingly.

4.7. Computing Elements for Gigacycle Operation

We will consider here briefly two types of circuits developed for
operation at Ge frequencies (10° "), One, the parametric oscillator, is
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based on a nonlinear circuit parameter, and is an example of a microwave
circuit operating within a frequency band not extending to zero. The other
is based on the negative resistance property of the tunnel diode and, like
most of the circuits described earlier, uses base-band signals, occupying
a band from zero (or near zero) to some upper limit.

In the phase locked subharmonic oscillator, energy is transferred by
a nonlinear element from a pump frequency to a lower frequency whose
relative phase represents the information. The nonlinear capacitance of a
special semiconductor diode, referred to as a microwave or parametric
diode, is used because of the diode’s small size and suitability for opera-
tion at extremely high frequencies. The capacitive reactance is varied at
the pump frequency, which is an even multiple (usually two) of the char-
acteristic frequency of the tank circuit. The tank is controlled by injection
of a steering signal which excites oscillation in either a 0° or 180° phase.
These two phases represent the two values of a binary variable. Since the
rise time of a signal takes at least 10 cycles of the carrier frequency
an information rate of 1 Gc implies a fundamental frequency in excess
of 10 Gc. The tolerances necessary in the pump and signal circuits are
severe, and emphasis has shifted to tunnel diodes and thin film cryotrons.

The tunnel diode, so called because its operation is based on the
quantum mechanical tunnel effect (which describes how electrical charges
move through the device, see Esaki [1958]) is a two terminal device made
from a heavily doped semiconductor, i.e., one with impurity densities
10* to 10% that of conventional p—n junction diodes. The characteristic of
the tunnel diode which is exploited is the stable negative resistance that
appears over part of the volt-ampere operating region (see Fig. 5 22(a)).
The two regions on either side can be defined to represent the two binary
states. Power gain can be realized when switching from a low voltage state
to a high voltage state because a large change in output current can be ob-
tained by means of a small input trigger current that drives the operating
point over the maximum of the characteristic. One or two tunnel diodes
can serve as a threshold majority gate and single bit store, provided there
is suitable biasing and loading. Germanium tunnel diodes have been re-
ported with switching times less than 1 nanosec. This speed is attribut-
able to the fact that signals are transmitted within the diode by an electro-
magnetic field rather than the motion of charged carriers. There are other
advantages too. They are smaller than transistors, operate over a tempera-
ture range greater than that of germanium and silicon transistors com-
bined, and at nuclear radiation levels about two orders of magnitude
greater than practical with transistors. Because of its inherent simplicity
and low cost of fabrication it is potentially a low cost element.
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To overcome the tunnel diode’s bidirectional action in signal propa-
gation, an auxiliary transistor or tunnel rectifier may be used. One hybrid
circuit, a two-input NOR gate, uses a tunnel diode for threshold action and
current gain, and a transistor for isolation between signal channels. Because
gain is not sought from the transistor, it can be operated near its cutoff
frequency. The circuits are connected by matched microstrip transmission
lines. Each input signal is applied to a resistor, in the emitter circuit of the
isolation transistor, which approximates a matched termination and keeps
signal reflection to a minimum. The tunnel diode is coupled directly to the
transistor collector, and capacitively to a 500 Mc sine wave current source
used to retime and reshape all output signal waveforms. Because of phase
inversion in each gate, two forms of the circuit are used—one with a p-n—p
and one with an n—p-n transistor. In the absence of input signals, the diode
in each circuit switches on opposite half cycles of the sine wave. Thus, two
levels of logic can be performed during a full clock cycle.

At 1 Gc each operation takes 1 nanosec. It takes this much time for
electromagnetic energy to propagate 1 foot in free space. Thus, in
machines operating near this rate, propagation time becomes a limiting
factor and the computing elements must be packed within a small spacc.
To fully exploit the potentialities of microwave computer elements re-
quires, among other things, the continued development and refinement of
means of interconnecting these elements, e.g., the use of low impedance
microstrip transmission lines and thin film conductors. With present low
impedances represented by tunnel diodes at microwave frequencies there
are parasitic inductances associated with the leads and as a result it may
be necessary to solder the diodes directly between the conductors of a
low impedance microstrip line. Parasitic oscillations at very low frequen-
cies can be produced if the impedance of the bias supply is not maintained
at a low enough level (dc instability).

4.8. Specialized Switching Networks

4.8.1. TRANSLATIONAL NETWORKS

Translational networks are used most often to translate a coded rep-
resentation of data from one form to another in order to mechanize cer-
tain control functions. These networks are also referred to as switching
matrices or function tables, because the elements of the network are
often arranged schematically, or even physically, in an array resembling
a matrix or table. A translational network is commonly constructed almost
entirely from diodes and resistors.
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As stated earlier, control signals are commonly obtained from the
value of code bits stored in a group of flip-flops. Translational networks
may be used to satisfy either of two basic types of requirements. In one,
it is required that the presence of each of a set of permissible values of
a code group causes one or more control lines to be energized. In the
other, it is required that the presence of a signal on a given line causes two
or more other lines to be energized. Translational networks satisfying
each of these requirements are often referred to as many-to-one and one-
to-many networks, respectively. In the general case, each of the permis-
sible values of a coded group of bits must cause more than one output line
to be energized. This calls for a many-to-many switching network,
which, as will be shown later, can be constructed from a combination of
a many-to-one and a one-to-many network.

The many-to-one network, also referred to as a decoding network,
is devised so that for each combination of conditions on its input lines,
only one of its output lines is energized. For a given output line to be
energized, all input lines to which it is connected must be energized. In
Fig. 4.65(a) is shown a schematic of a representative network, with two
input variables and four output lines. Inspection of Fig. 4.65(a) shows
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F16. 4.65. Representations of a many-to-one rectangular switching matrix with
two input variables

that each of the output lines D, through D, corresponds to the output of
an AND gate. Specifically, the output signals have the following values

D, = BA Dy = B4
D, = B4 Dy = BA

It is apparent then that a many-to-one switching network is nothing more
than an assemblage of AND gates. The utility of considering the assemblage
rather than the individual gates will be more apparent after the ensuing
discussion.
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For purposes of convenience, a network of the type shown in Fig.
4.65(a) may be represented symbolically as in Fig. 4.65(b). In Fig.
4.65(b), the resistors have been omitted, and the diode connections have
been replaced by dots, with the understanding that all the dots on a verti-
cal line represent inputs to an AND gate. Figures 4.66, 4.67, and 4.68
show three of the different forms that a matrix with three input variables
can assume. Note that in Fig. 4.66 there are eight three-input AND gates,
and in Figs. 4.67 and 4.68, there are 12 two-input AND gates. The number
of diodes required in all three arrangements is the same. However, in
Fig. 4.66, there is equal loading of the input signals. In Fig. 4.67, there
is unequal loading of the input signals, for C and C appear as inputs to
many more AND gates than either 4 and 4 or B and B. In Fig. 4.68,
there is more balanced loading of the input signals. In both Fig. 4.67 and
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F16. 4.66. A many-to-one rectangular Fi6. 4.67. A many-to-one pyramidal
switching matrix with three switching matrix
input variables

Fig. 4.68 use is made of pyramiding, i.e., the construction of complex
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Fic. 4.68. A many-to-one pyramidal switching matrix
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Boolean functions from simpler ones already available (see Section 4.2.5).
For example, in Fig. 4.67, the functions ABC and ABC are not formed
birectly from the elementary inputs 4, B, C, and C, but, instead, by com-
dining each of the inputs C and C with the output of the AND gate generat-
ing AB. The use of pyramiding does not provide a saving in diodes for
three input variables, but for more than three input variables the savings
in the number of diodes, compared to the rectangular matrix, increases.
Table 4.1 shows the number of diodes required for a rectangular matrix,
and also for a pyramidal matrix (assuming all minterms (logical prod-
ucts) of n variables are to be formed). In general, pyramidal arrange-
ments may be formed as follows. First of all, the minterms of two input
variables are formed. Each of these is combined with a third variable.
Each of the minterms of three input variables is combined with a fourth
variable, etc,

Neither the rectangular nor pyramidal matrix results in a translational
network with the minimum number of diodes if » is greater than three.
The minimum network can be obtained by the following procedure. First,
the full set of variables is separated into two groups (equal if the number
of variables is even and differing by one if odd). This partitioning process
is continued until each group contains either two or three variables. The
number of diodes is the same whether a rectangular or pyramidal matrix
is used for each two and three variable group. The outputs of two groups
are combined by an array of two-input AND gates, the process being
repeated until all minterms have been formed. For large n, the number of
ways of combining the groups becomes large and, in general, different
combinations require different numbers of diodes. All possible combina-
tions must be considered to determine the network with the minimum
number of diodes. The form of matrix most economical of diodes for
four input variables is shown in Fig. 4.69. The column on the far right

Wiy
OIOOI0

FIG. 4.69. The most economical form of a four-input many-to-one switching matrix
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in Table 4.1 shows the minimum number of diodes required for a given
number of input variables.

TaBLE 4.1. Number of diodes, N, required for different forms of
translational networks

Number of input Rectangular Pyramidal Minimum
variables matrix matrix network

n N = n(2v) N =2n42—-8 20+1 N 242 -8
2 8 8 8

3 24 24 24

4 64 56 48

5 160 120 96

6 384 248 176

In the one-to-many network, also referred to as an encoding network,
each of several energizable input lines may be used to energize all the
output lines connected to it. These output signals can be used to cause a
group of operations to be executed elsewhere in a system. The schematic
of a one-to-many network with four input and five output lines is shown
in Fig. 4.70. The control functions to be performed by this network may
be expressed as follows

0| 02030405 O| 02030405
A
/ /
n—d 1114 .
2 r 2
/3 /3
/a /4
344323

Fic. 4.70. Representations ot a one-to-many switching matrix with pyramiding

A signal on line I, is to energize lines Oy, Oy, O3
A signal on line I, is to energize lines O,, Os, Os
A signal on line I3 is to energize lines O,, Oy, Oj
A signal on line I, is to energize lines O3, Oy, O;
These relations can also be expressed by considering all the input signal

conditions that cause a particular output line to be energized. In this
particular case
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O,=1 + 1,
O =1, + I3
O =01+ 1, + 1,
O, =13 + 1,

05=12+13+14

These relations show that a one-to-many network is simply an assemblage
of or gates. Any of the forms of the many-to-one matrix can also be
used for the one-to-many matrix. It is only necessary to reverse the
orientation of all diodes and return the resistors to a voltage of opposite
polarity. Fig. 4.70 provides an example of pyramiding — O3 being formed
from an oR combination of O, and I,, and O; from an oR combination of
04 and I 2.

A many-to-many network can be readily constructed by using the
output lines of a many-to-one network as inputs to a one-to-many net-
work. One application of such a network in a digital computer would be
to control the execution of the elementary commands called for by an
instruction. A group of flip-flops can store the codes of various instruc-
tions, and a many-to-one network used to energize a unique output line
for each code. By using the output lines of the many-to-one network as
the inputs to a one-to-many network, a set of control lines can be ener-
gized for each instruction code. (See the discussion on microprogramming
in Chapter 7.)

A many-to-many network can also be used as a mathematical func-
tion table. In this case, the network is so constructed that when the code
of the argument is entered on the input lines, the pattern of signals pro-
duced on the output lines corresponds to a binary coded representation
of the function. However, this is a very expensive and impractical type of
mechanization for tables of appreciable size. Instead, tables of functions
are usually stored in large capacity storage systems of the types described
in Chapter 5.

4.8.2. DiISTRIBUTION AND COLLECTION NETWORKS

If a computer has both dynamic and static storage units, there must
be some means of converting from dynamic to static storage and vice
versa. The former process is referred to as distribution (or staticizing)
and the latter as collection. Distribution and collection are also referred
to as serial-to-parallel and parallel-to-serial conversion since information
is converted from a form in which there is access to only one bit at a
time to a form in which there is access to several bits at a time, and
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vice versa. A schematic of a distribution unit is shown in Fig. 4.71. D,,
D,, and D; each represent a delay equal to that between successive bits.
The signal, S, controls the gates G, through G, and is chosen to represent
the time at which the contents of the delay line, composed of the indi-
vidual delays, are to be sampled and transferred to the flip-flops, FF,
through FF,. Since information is advancing serially bit by bit from the
input through the delay line, it is clear that the information that is trans-
ferred to static storage will be determined by the time of occurrence of the
signal S. The length of the delay line in unit pulse times must, of course,
equal the number of pulses to be staticized at a time.

A schematic of a collection unit is shown in Fig. 4.72. Information is
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FiG. 4.71. Schematic of a distribution unit

e Uy
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FF, G
S

Fic. 4.72. Schematic of a collection unit

stoFe'd in the flip-flops. The signal S passes through the delay channel,
arriving sequentially at the inputs to gates G; through G,. Thus, at suc-
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cessive times, a signal is entered onto the output line by each gate con-
nected to a flip-flop in the 1 state.

If the period between successive bits is more than a few usec, the
delay line becomes too large, and distribution and collection are accom-
plished by means of reading information from a dynamic store into a
shift register and stepping information from the register into the store,
respectively. The shift register combines the properties of storage and
unit delays. A description of various shift registers is provided next.

4.9. Shift Registers

Each stage of a shift register is built around a bistable element, to-
gether with control circuitry that, upon command, causes the contents of
each stage R; to be transferred to stage R;;;. These elements may be
vacuum tube or transistor flip-flops, magnetic cores, ferroelectric cells, or
any other form of binary storage device. Shift registers are widely used
in computers for storage, shifting, delay, serial-to-parallel and parallel-to-
serial conversion, etc. If parallel input lines are provided, it can serve as a
parallel-to-serial conversion device. Parallel readout lines enable it to be
used as a serial-to-parallel converter.

The serial shift register serves principally to provide buffer storage,
accepting information when available and delivering it when desired. It
can also provide speed buffering by being pulsed at one rate when
receiving information and at another when delivering it. Whenever a shift
command is received, each stage is cleared and made to accept the previ-
ous contents of the preceding stage. If used simply as an external read-in
device, shift pulses will be received every time a new bit is to be entered.

Information is shifted down the register by pulsing all stages simul-
taneously, thus causing each stdred bit to advance simultaneously. The
information in each stage must be stored somewhere while the following
stage is being cleared. This intermediate storage may be by means of
capacitors, electromagnetic delay lines, or an auxiliary flip-flop register.
(Often the turnover time of the flip-flop itself provides an adequate delay.)
The use of an auxiliary flip-flop register, with appropriate gating, permits
bidirectional shifting. The operation of several types of shift registers will
now be described.

In the shift register shown in Fig. 4.73 the content of each bistable
storage element is shifted to the next higher order element when a shift
pulse is applied on the line indicated. The output of each R; is connected
to the input of R,,, by means of a gate which retains the state of R; for
a short time after its contents have been altered, and passes the state of
R; on to R4+ 1.
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Figure 4.74 shows an arrangement using inductive delays for inter-

F16. 4.73. A logical arrangement for Fic. 4.74. A shift register with
a shift register inductive intermediate storage

mediate storage. A clear pulse is applied to all stages, and causes any stage
in the 1 state to emit a pulse. This pulse, after being delayed, resets the
next higher order stage after a time greater than that necessary for it to
recover from the previous clear operation.

In the arrangement of Fig. 4.75 the shift register proper is comprised

4 Copy /; into A4

Rruf=AND
Clear
i l—
]
. [~JAND,
| Clear

2Copyﬁ}- into /;
F1e. 4.75. A high speed dc coupled shift register with flip-flop intermediate storage

of one group of storage elements, R;, while the storage elements, I;, are
used for intermediate storage. A single shift operation is effected by ap-
plying command pulses to input lines 1, 2, 3, and 4, in that order. A
pulse on line 1 clears the intermediate storage register. The pulse on line
2 copies any 1’s in the main shift register into the intermediate register.
The pulse on line 3 clears the main shift register. The pulse on line 4
causes the 1’s in the intermediate storage register to be copied into the
shift register one bit to the right of their original positions.

An alternate logical arrangement is one wherein gates are provided
for transferring 0’s as well as 1’s between stages. Such an arrangement
is shown in Fig. 4.76. A pulse will pass through only one of the gates,
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Shift

Fi6. 4.76. Shift register with gates for transferring 0’s and 1’s

depending on which state the corresponding bistable element is in. The
delays prevent a bistable element from being triggered before a satis-
factory signal is transmitted to the next higher order. Though shown in
the input lines to the bistable elements, the delays could have been placed
in the output lines instead.

A shift register can also be formed from dynamic storage elements.
A typical arrangement is shown in Figure 4.77. AND and OR gates are

Element / Element 7+

Dynamic Dynamic|

storage storage
Feedback

Feedback
path

Gatel m Gofeﬂ-——rGufel m Gate2
Il

Store
Shift

Fic. 4.77. Shift register comprised of dynamic storage elements

inserted into the feedback path of each dynamic storage element as shown.
As long as a gate enabling signal is maintained on the store line, the
normal feedback path is maintained via gate number 2. To produce a
shift, the “store” signal is removed and a signal applied to the “shift” line.
The first action interrupts the feedback path via gate number 2, but allows
the circulating pulse from stage i to pass through gate number 1 of stage
i + 1, thereby effecting the shift. After the shift is executed, the “store”
signal is reapplied. For correct operation, the shift signal must be held
operative for one pulse time, and must be properly phased relative to
the clock pulse inputs to the dynamic storage elements.

In the shift registers described in the preceding paragraphs, the bi-
stable elements could have been either vacuum tubes or transistors.
When magnetic cores are used as the bistable element, other logical
arrangements are possible. The various magnetic core shift registers,
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some of which are described next, differ principally in the nature of
their transfer loops and in the number of cores required per bit of
storage.

The arrangement in Fig. 4.78 requires two cores per bit. One set of

/20——“ I ) S—

Fic. 4.78. Schematic of a two core per bit shift register with shunt diode
transfer loops

cores is used for storage, and the other to provide delays. A complete
shifting operation is performed by the successive application of shift
current pulses, #; and f;, to the windings shown. Application of the #
signal to a core containing 2 1 will induce a large voltage in the transfer
loop, as a result of which the magnetic state of the core to the right will
be changed from 0 to 1. All cores to which the ¢, pulse has been applied
are in the O state and are ready to accept input signals from the inter-
mediate cores when the £, pulse is applied. For serial input operation,
new information may be inserted into core 4 at any time between #
pulses. For parallel input operation, the new information is placed in
alternate cores at a time when these cores are not otherwise pulsed,
and is then shifted out serially by the alternate application of pulses #
and t,. Parallel readout is obtainable by the addition of a separate read-
out winding. This type of circuit is at present operable at rates up to
250 Kc. A circuit similar to that of Fig. 4.78 may be obtained by the
use of single diode transfer loops (described in Section 4.5.2).

Figure 4.79 shows a shift register with three cores for every two bits.

Fic. 4.79. A serial shift register using three cores per two bits and single
diode transfer loops
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If information is assumed initially to be in cores 4 and B (and 4’ and B,
etc.), t; will transfer one bit from B to C, t, will transfer one bit from
A to B, and t; will transfer one bit from C to A’ at the same time that
new information is inserted into A. The technique of using n+ 1 cores
and n+1 advance pulses for every n bits may be extended indefinitely
if the economics of the situation warrants it, i.e., if it is desirable to save
cores and diodes at the expense of additional drivers.

A parallel shift register comprised of single diodes and split winding
transfer loops is represented in Fig. 4.80. Cores 4, B, C, . . . constitute

FiG. 4.80. A parallel shift register with single diode and split winding transfer loops

the shift register, and M;, M, . . . are the output cores. Information is
inserted serially under control of 7, and t,. During the serial shift the
split-winding loops between the register cores and the output cores pre-
vent the transfer of information to the output. When the last bit of a
word of predetermined length is inserted into A, the preceding bits of
that word are in C, E, . . . The application of advance pulse £, will
transfer the information in parallel into the output cores.

A reversible shift register, synthesized by means of split-winding
transfer loops, is shown in Fig. 4.81. Information may be shifted from

Fic. 4.81. A reversible shift register with split winding transfer loops

left to right by means of pulses # and #;, or from right to left by pulses



4.9. SHIFT REGISTERS 185

13 and ¢4 Reversible operation is possible because of the isolating, rever-
sible character of the split-winding transfer loop.

In the shift register shown in Fig, 4.82, temporary storage during the
readout operation is obtained not by the use of additional cores but by
condensers in RC delay networks. As shown, there is a shift winding on
each core, and all of these windings are connected in series. The applica-
tion of the shift pulse saturates all cores in the direction chosen to
represent 0. This causes an output to be produced from each core which
had been saturated in the direction representing 1. This output charges
the condenser, which upon completion of the read-out operation dis-
charges through the succeeding core in such a direction as to record a 1.

The shift register shown in Fig. 4.83 consists of a number of tran-

Fic. 4.82. A one core per bit serial Fic. 4.83. A serial transistor—core
shift register shift register

sistor—core combinations in each of which the core provides storage and
the transistor serves as a power amplifier. The transistor is normally cut
off. When conducting it induces a positive magnetic field. If the core is
originally in a saturated state at the bottom of the hysteresis loop,
designating storage of a 1, the application of a small current pulse to
the shift winding produces a change of flux which in turn induces a
negative voltage at the base of the transistor. As a result, there is a flow
of current through the collector and its associated winding. This current
shifts the state of magnetization of the core still further in the same
direction. This regenerative process continues until the core is shifted
to the saturated state representing 0. At saturation, the permeability of
the core is low so that the gain around the feedback loop consisting of
the transistor and the two windings to which it is connected becomes
less than unity, and the transistor current is cut off. If the core were
originally in the O state, application of the shift pulse would have pro-
duced no effect since no change in flux would have been produced.

To set any core to the 1 state, current is applied to the input winding
which causes a positive voltage at the base of the transistor which drives
the transistor into cut-off. The output of each stage is used to reset the
core in the following stage. After application of the shift pulse all the



186 4. SWITCHING AND STORAGE CIRCUITS

stages which previously stored a 1 change to a 0 and during the regener-
ation process described each of these stages supplies energy which after a
delay sets the succeeding stage to the 1 state.

The transistor—core shift register has three important advantages over
core—diode shift registers. First of all, it does not require a shift pulse
of predetermined amplitude and width, but only a small trigger pulse
which causes each stage to generate its own shift pulse. Second, in core—
diode shift registers the shift pulses are of large magnitude (since they
supply the total energy) and pass through all the cores. For cores with
nonsquare hysteresis loops, some output voltage is produced even by a
stage in the O state. As a result, the ratio of output for 1 to that for O,
which may be considered a signal to noise ratio, is poor. In the transistor—
core shift register, a stage in the O state never generates a shift pulse
through its core. The third advantage relates to buffering between stages.
In the core—diode shift register, an undesirable feedback action can occur
because the series diode is so oriented that it passes current induced in
the input winding of the second core upon readout, when that core is in
the 1 state. This current will tend to set the first core to the 1 state. To
alleviate this problem, a number of devices have been used in core—diode
shift registers such as having a different number of turns in the input
and output windings, a nonsymmetric coupling loop, or a diode shunted
across the input winding. However, these devices all lower the efficiency
and worsen the operating margins. In the transistor—core shift register
perfect buffering is obtained because the collector is cut off during the
read-in operation.

4.10. Auxiliary Circuits

In addition to their use in gating circuits and as the basic elements of
flip-flops, inverters are also useful for a number of miscellaneous auxiliary
functions calling for signal amplification. The vacuum tube cathode
follower and its counterpart, the transistor emitter follower, also finds
use not only as a switching element but for a number of applications
calling for a current amplifier.

One or more members of a group of circuits referred to as trigger
circuits may be used in a digital computer system for the purpose of
generating discontinuous or impulsive output signals having either a
specified periodicity or time relation to input signals. Trigger circuits are
classified, according to the number of their absolutely stable states, as
follows:

(1) Relaxation oscillator circuits, which continually oscillate between

two quasi-stable states. Among the more common relaxation
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oscillators (which may be either free running or synchronized)
are the multivibrator and free-running blocking oscillator. The
multivibrator is not widely used in digital computers. The
blocking oscillator (useable from 1Kc to > 1Mc) is useful in
clock amplifying circuits. From a clock source, such as a timing
track on the surface of a magnetic drum or disk, it generates a
synchronized output of impulsive signals with sufficient power
to drive a large number of switching circuits.

(2) Single stable-state circuits which, upon being suitably triggered,
pass to a quasi-stable state in which they remain for a time
(determined by circuit parameters) before spontaneously return-
ing to their stable state. These circuits are used to replace input
signals that may be either intermittent or of varying or undesirable
shape and amplitude by output pulses of standard shape and
amplitude. They are also used to produce an output pulse
suitably delayed with respect to the input. Among single stable-
state circuits are the delay multivibrator (one-shot delay circuit),
and the biased blocking oscillator. The one-shot delay circuit is
suitable as a delay unit because the duration of its quasi-stable
state is easily controlled over wide limits, and because there are
points in the circuit where the potentials are steady except during
a transition state. It is useful, too, as a source of rectangular
pulses suitable for gating signals. The biased blocking oscillator
is used to generate pulses of short rise and fall times and narrow
width. It is stable in a quiescent state and brought to a quasi-
stable state of short duration by a suitable trigger input. In this
state a large oscillation is produced, usually lasting one period.

(3) Two stable-state circuits, which are switched from one stable
state to the other by a suitable trigger input signal. Flip-flops
are examples of such circuits, and they have been discussed under
systems of circuit logic where they find their principal use.

The auxiliary circuits mentioned so far were current and voltage

amplifiers used in conjunction with the switching network and special
circuits for generating timing signals with adequate power. Another area
in which special circuits are required is in the circuitry for gaining access
to the various locations in the main store. Because of the large capacity
of a main store, it is uneconomical to construct it from active storage
clements. As a rule, it is formed instead from less expensive passive
elements. A number of special circuits, described in Chapter 5, are re-
quired to gain access to a specified location in the main store and to record
or sense information.
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In addition to the auxiliary circuits that may be used in conjunction
with the arithmetic, control, and main storage units, others will generally
be required to couple the circuitry of the computer proper to various
input and output devices. These circuits are used principally to transform
signal levels between the computer and input—output devices. For example,
high level current sources, driven by low level circuits in the computer,
must be provided to drive output printers and other peripheral equipment.
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5. large Capacity Storage Systems

5.1. Introduction

This chapter provides an introduction to the subject of large capacity
storage systems. We shall loosely define “large capacity” to mean any-
where from several thousand to several million bits. A storage system in-
cludes not only the storage medium but also the means for gaining access
to specific locations in the store and for the recording and reading of
information.

Large capacity storage systems for digital computers may be used for
either internal or external storage functions. An internal store is used to
hold the program of instructions to be executed and also provides space
for the storage of intermediate and final results. An external store is used
for the preparation of a program and auxiliary data in a form suitable for
subsequent entry into a computer. External storage media are used also
for the maintenance of large files of programs and other input data as
well as for the storage of output data. Whether a specific type of storage
system is better suited for internal or external storage or can be used for
either will depend on a number of criteria. These will be considered in
the sections following.

Criteria important in the evaluation of large capacity storage systems
are: cost per bit, reliability, maintainability, physical size, power con-
sumption, etc. These will be considered in the descriptions, later in this
chapter, of specific storage systems. At this point we will comment, in
a general way, on four important distinguishing characteristics of storage
systems: namely, operating speed, volatility, erasability, and access time.

Operating speed refers to the rate at which information is transferred
into or out of the storage system. Once access has been gained to a
desired location in the store, the rate at which information is read out
will depend on the nature of the store. The operating speed of an internal
storage system need only be great enough to make the delay in recording
into and reading out of storage compatible with the time required to
execute arithmetic and logical operations. Since a higher operating speed
increases the cost of a system, some compromise is usually reached be-
tween speed and cost. However, there are special situations where a
high price may be paid for a small increase in speed.

194
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Volatility, in reference to a storage medium is used to indicate whether
power must be continually or periodically supplied to retain information
previously stored. A volatile storage medium requires the application of
power while a nonvolatile one does not. Examples of nonvolatile storage
media are punched cards, punched tape, magnetic tape, the magnetic sur-
face of a revolving drum or disk. Examples of volatile storage are the
electrical charge on the surface of a cathode-ray storage tube, and the pulses
recirculated in an acoustic delay line. If power were not applied to restore
the charges on a cathode-ray tube, they would gradually leak off. The
pulses recirculated through an acoustic delay line become attenuated and
distorted in shape and therefore power must be applied to amplify and
reshape these pulses. Thus, volatile storage systems, whether of the static
or dynamic type, require that the stored information be periodically re-
generated. The required frequency of the regeneration cycle for a particular
system depends on the rate at which information degenerates in that
system.

Erasability is another important characteristic of a storage medium. It
is essential for an internal storage system but not necessarily for an ex-
ternal one. Storage in the form of punched paper cards or tape or photo-
graphic storage is not erasable while electrical phenomena such as mag-
netic dipoles, electrical charges, and voltage pulses are.

Access time, i.e., the time required to gain access to an item in storage,
is one of the most important figures of merit of a large capacity storage
system, because it limits the over-all speed of computation within a com-
puter. The access time of a particular storage system will depend on the
means employed to select items from storage. Primarily, the storage selec-
tion scheme depends on whether information is stored in a spatial or
temporal pattern or in a combination of both. Theoretically, there is no
basic difference since the location of stored information, like any other
location, may be determined by specifying coordinates (in space and/or
time) referred to a specific frame of reference. We will consider next the
nature of both “time domain™ and “space domain” storage.

Space domain or static storage refers to storage systems in which each
storage element permanently occupies a specified physical location, and
there is equal accessibility, at all times, to any of the elements in the
store. Examples of static storage elements are relays, flip-flop circuits,
cathode-ray tubes, magnetic cores. Nonvolatility, a low cost per bit plus a
fast switching time make magnetic cores especially suitable for the main
store of a high speed computer. Access may be gained to a particular one or
group of storage elements by means of a switching network referred to
as a selection network. This network selects a particular storage element,
or group of elements, when it receives the coordinates assigned to the
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particular element in the system. There is no problem of resolution or
drift in the locating system as in time domain storage systems. The logical
nature of such a selection network will now be described. Assume, first
of all, that there is a transducer, T;, associated with the address of each
storage location in the memory. Whenever it is required to read out of
the memory, it is only necessary to cause the output of a specified trans-
ducer to be read. Further, an arbitrary address, i.e., a set of coordinates,
may be assigned to each item in the store. Then, to select a particular
item from the store, it is only necessary to insert the address of the re-
quired item into a register. If the store has n addresses, then the register
must have at least p binary places, where p is an integer greater than or
equal to logon. The contents of this register can be used to control the
selection of any address in the store by means of a many-to-one switching
network. The Boolean expression for the output of this network is of
the form

f == A1T1 + A2T2 +...+ Apr (5-1)

where each A; represents a particular one of the 2? states of the address
register. It is apparent from Eq. (5-1) that when the address register
holds the address, A;, i.e., when A; is true, the output of the network is
simply T, the output of the specified transducer. It is also evident that
the complexity of the switching network depends on the number of storage
elements in the system.

To provide for the entry of information into any of the n locations
of the store, n signals of the form

T, = Al (5-2)

must be formed, where I represents the information to be recorded.
Since, in the basic general purpose type of computer, access is provided to
only one store address at a time, only the transducer corresponding
to the A4; which is currently true will receive the signal to be recorded.

If the switching network* is formed from diode gating circuits, appre-
ciable savings may be realized by the use of pyramiding and minimum net-
works (described in Chapter 4).

In static stores containing elements whose states must be periodically
regenerated (like the charged spots on cathode-ray tubes or the magnetic
states of the cores in certain core storage systems) time is consumed not
only in acquiring access to a particular item in storage, but also in

* In magnetic core storage systems, the selection problem may be simplified by the
use of magnetic core selection switches. See Section 5.3.2.4 and references under
Magnetic Core Storage at the end of this chapter.
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regenerating information that otherwise would be lost by gradual deteriora-
tion and/or the process of interrogating the state of the elements.

Time domain or dynamic storage refers to storage systems in which
there is access to a particular storage location only at specified times.
The stored items pass a stationary transducer or set of transducers sequen-
tially. To select a particular item, for reading or recording purposes, the
time at which it will be accessible to one or more transducers must be
specified. The access time to a particular item increases with the number
of items (all other factors remaining constant) since more items must
pass a transducer before a particular item is reached. An increase in the
number of items does not, however, necessarily increase the complexity
of the selection switching network. In a dynamic storage system the av-
erage time required to extract an item from the store is important. This
average access time is simply one-half the maximum access time.

There are two principal types of dynamic storage systems. In one,
information is stored by means of a carrier propagated and recirculated
through a stationary delay medium, e.g., an acoustic wave propagated
through a path of mercury (see Section 5.6). In the other, information
is stored on a recording surface which is rotated to provide each station-
ary transducer with access to storage locations along a track; this type
of store allowing two modes of operation—one in which storage loca-
tions (sectors) are assigned specific addresses, as in a static store, and
another in which information is dynamically stored in a delay line
formed by placement of a record and a read transducer along a single
track. In the first type of delay line, the total delay between successive
appearances of the same item of information is determined by the velocity
of propagation of the signals through the medium and the length of the
path from the input to the output transducer; in the latter type by the
angular velocity of the rotating medium and the angular separation of the
input and output transducers. Access is gained to a specific item, for either
recording or reading, by energizing a gate to an input or output trans-
ducer, respectively, at the proper time.

Dynamic storage systems may further be classified as synchronous or
asynchronous, depending on whether the relative speed of the stored data
with respect to the transducer stations is constant or not. Magnetic drum
and disk systems are considered synchronous, even though the angular
rotation rates are not constant, because the stored data is referenced with
respect to a clock recorded on one of the tracks (see Chapter 7). Within
certain temperature limits ultrasonic delay lines provide a delay which is
practically constant. Magnetostrictive delay lines provide an essentially
constant delay over a considerably wider range of temperature. A mag-
netic tape storage system is considered asynchronous because of the
relatively large fluctuations in speed of the moving tape.
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Synchronous and asynchronous storage systems each call for a different
type of selection scheme. Two fundamental ways of locating an item in a
synchronous store are as follows: In one scheme, a marker pulse received
from the storage system (or some other specified “start” signal) is used
to open a gate so that clock pulses can be entered into a so-called pulse
position counter. After a count has been reached equal to the number
of bits in a word of storage, the counter is reset and simultaneously
causes a pulse to be entered in a word counter. At any given time, the
contents of the two counters indicate the word as well as the particular
bit position in that word that is currently accessible. Therefore, to per-
form an operation on the contents of any particular storage location, it is
only necessary to enter the address of that location in a register, and to
provide logical circuitry that detects a coincidence between the contents
of the register and the current contents of the word counter. In the second
scheme, tags indicating the address of each word in the store are also
stored, usually in a separate address line. Logical circuitry is provided to
detect a coincidence between the address currently being read from the
address line and that placed in the address register. This scheme of selec-
tion is particularly useful in magnetic drum or disk storage systems where
the nonvolatility of recorded data allows the contents of an address line to
be permanently recorded. Regardless of which scheme is used, it is usually
desirable to search for and indicate the address of the succeeding word
rather than the current one, in order to allow certain preparatory opera-
tions to be performed. In the first scheme this is accomplished by placing
in the address register a number one less than the address actually sought.
In the second scheme, the address tags are so placed that the tag read
from the address line during any given word time is the address of the
next word to be available from the main store.

The most convenient way of selecting an item in a magnetic tape
store is by searching for a tag or address associated with each unit or
block of data. The size of this block is based on the characteristics of the
tape transport control mechanism (see Section 7.5.6 and A.1.3).

In a dynamic storage system both a static and a dynamic selection
network may be desirable. As an example, consider a magnetic drum or
disk memory with a single transducer associated with each channel. Here
a static selection scheme is used to connect a particular read/record head
to a common amplifier circuit, and a dynamic selection scheme to define
the time interval during which the connection is made. Head selection
networks are described further in Sections 5.2.6 and 7.6.3.

In the sections following, there are descriptions of various types of
storage systems, each based on the exploitation of a particular physical
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property or properties of specific materials. Most of the space is given
to storage media based on magnetic phenomena because they now dominate
the field. Practically all high speed memories are being built from ferrite
cores (and to a much lesser extent, from multi-aperture devices). For
medium speed, the magnetic drum (or disk) memory is dominant. The
most versatile, and widely used combination input-output and auxiliary
storage medium is magnetic tape. Promising new high speed memories mag-
netic in nature are superconductive devices (for about 1 to possibly 100
million bit capacities) and thin film devices (for capacities up to perhaps a
million bits). For smaller capacities (about 10,000 to 100,000 bits) but
very high speeds the tunnel-diode store is promising. The apertured
ferrite plate and twistor are finding limited use, and their future is
doubtful. The cathode ray tube memory is described because it was
the first important high-speed memory and is still operational in many
machines. The mercury delay line is included principally for historical
reasons. Other types of delay lines and the diode-capacitor memory are
included because of their usefulness in special though limited applications.
The ferroelectric memory is included simply as a matter of general interest
even though its development has not been completed and its potential
advantages overshadowed by other memories developed subsequently.

5.2. Dynamic Magnetic Storage

In a dynamic type of magnetic storage system, information is recorded
by means of a transducer which induces magnetic dipoles in a moving
magnetic surface. Sensing of the recorded dipoles is facilitated by rela-
tive motion between the magnetic surface and a read transducer. (In a
static magnetic storage system no mechanical motion is involved, record-
ing and sensing each being accomplished by applying an electromagnetic
force to separate, magnetically alterable elements.

Recording of binary data on a magnetic surface is based on the same
magnetic phenomenon, namely magnetic hysteresis, used for the recording
of data in magnetic cores. In Fig. 4.48 the hysteresis loop of a typical
magnetic recording medium is shown. If a positive magnetizing force is
applied of sufficient amplitude to bring the medium to the point B,,, then
even after the magnetizing force has been completely removed, a residual
flux density, + B,, will remain. A similar set of events occurs after the
application and removal of a magnetizing force of opposite polarity. If
the applied magnetomotive forces are great enough to cause saturation
of a cell on the magnetic surface, the residual fluxes B, and — B, are
practically independent of the previous condition of the magnetic surface.
These residual fluxes may be used to indicate the recording of a 1 or 0.



200 5. LARGE CAPACITY STORAGE SYSTEMS

5.2.1. THE RECORDING TRANSDUCER

The transducer used for recording or sensing information on a mag-
netic surface is referred to as a magnetic head. Conventional head designs
consist of a core of magnetic material around which are wound several
turns of wire. In earlier head designs, the cores were usually formed from
laminations of a metal like Permalloy or mu-metal. Heads, as shown in
Fig. 5.1, are now usually formed from two ferrite pieces by joining them
in such a way that a usable gap is formed, as shown in the figure. Wires can
be conveniently wrapped around one or both of the pieces before they are
joined. The head on the right in Fig. 5.1 simplifies the wire wrapping

O

Fi1G. 5.1. Magnetic head designs

operation since it is done on the straight I section. It also allows closer
spacing between heads, an important consideration in forming a short
delay line. Ferrites are used because of their low eddy current losses and
high permeabilities in the megacycle region. If a core is of high permea-
bility, the flux set up by passing a current through the coil will largely be
confined to the core material. The flux will fringe around the minute gap
(a typical value being 0.0005 in.), and if the gap is placed sufficiently
close to a magnetic surface, the fringing flux penetrates this surface in
completing its path from one side of the gap to the other (see Fig. 5.2).

-~ — Layer of

N :
Recording flux :gggirggg

Fic. 5.2. Recording flux pattern for recording on a magnetizable surface

If the magnetic field is sufficiently strong and the gap is sufficiently close
to the magnetic surface, a small but usable magnetic dipole will be induced
in the surface in the region of the gap. The polarity of this dipole is de-
termined by the direction of current flow in the head winding. The mag-
netic head is placed as close to the surface as mechanical considerations
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will allow, because of the rapid attenuation of the flux density away from
the gap. The nature of this attenuation is shown in Fig. 5.3,

Read voltage amplitude

I 2 3 4 Head spacing in 1G> in.
Fic. 5.3. Read voltage variation with head spacing

Often, a metallic nonmagnetic shim is placed in the gap in order to
generate (from eddy currents) mmf’s that oppose the main flux. As a
result more flux is forced out of the gap. Within limits, the leakage
flux may also be increased by a greater gap length with only slight de-
gradation of maximum recording density obtainable if flux can be reversed
rapidly relative to the speed of the medium.

Recording current may be reduced by an increased number of turns
(although a limit is imposed by frequency response requirements, the
resonant frequency being lowered by more turns), and by using a head
whose magnetic reluctance R is less. Since R = I/uA, where [ is the length
of the mean path of the flux, A4 the cross sectional area, and p the permea-
bility of the material through which the flux passes, a longer gap length
(where p is low) means a larger value of R.

A convenient way to apply recording current in either of two direc-
tions is by means of a center tapped winding. Current applied to one half
of the winding produces a flux opposite in sense to that produced by
current applied to the other half. In a head used for reading only, the
gap length should be small to reduce the magnetic reluctance (thereby
increasing flux through the head) and to permit high density recording. A
head with a single winding may be used for both recording and reading, the
winding being switched to a record or read amplifier as needed. Usually,
a combination record-read head has separate windings for these functions;
also, its gap length is determined by the reading requirement. To prevent
large signal pick-up from a record winding from entering a read amplifier,
there should be adequate separation and/or shielding between record and
read windings (on the same or different heads).
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5.2.2. THE READING PROCESS

It has been shown how binary data may be recorded by application
of a recording current of sufficient amplitude to saturate a magnetic sur-
face in either of two polarities. The polarity of the recorded dipole must
subsequently be sensed by the reading process. Usually this is done by
some type of phase detection system. In these systems the reading process
is dependent on relative motion between the head and the residual flux
patterns from the surface. (Static sensing schemes, referenced in the
literature cited at the end of this chapter, are not, as a rule, suitable
for digital computer applications). This causes a magnetomotive force to be
induced in the head winding proportional to the rate of change of the
flux, resulting in a small but useable voltage signal. Figure 5.4 shows

{a) (b)
FiG. 5.4. Read voltage waveforms from induced positive (a) and negative poles (b)

the nature of these read voltage signals. The extent of the period in which
the flux entering the read head is at a maximum value determines the
width of the interval within the dashed lines. The recording waveform is
usually such that this interval is small compared to the width of the read
waveform. The sensing process is classified as nondestructive because the
recorded information is not altered by it. Information recorded on a mag-
netic surface is considered nonvolatile because it is retained without
periodic regeneration, and even when power is removed from the system
(provided transient signals produced by the removal do not generate
appreciable currents in the heads).

5.2.3. EFFICIENCY OF STORAGE

When a magnetic surface is used for data storage, it is usually desirable
to be able to record as many bits per unit of area as possible. One may
consider the question of the denmsity of stored information obtainable,
referred to as packing density, in terms of a linear and transverse recording
density. The linear recording density is the number of pulses recorded per
linear inch in any channel, and the transverse density is the number of
channels recorded per inch in a direction perpendicular to the channels.

The linear recording density is a function of the width of the gap be-
tween the pole faces of the head’s magnetic core. When the wavelength
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A of the recorded signal is equal to the gap length g there is a zero out-
put. The gap length g is optimum when it is equal to nA/2 (where n is an
integer), the output signal being attenuated for gap lengths on either side of
these points (see Section 5.2.4.). Transverse recording density is limited
primarily by the compactness of the heads and the tolerance to which they
can be positioned.

5.2.4. THr MEMORY TRANSFER FUNCTION

The memory transfer function of a magnetic recording system is de-
fined as the ratio of output voltage from the read head to input current
to the record head. If the recording current were held constant, the
memory transfer function would exhibit a 6 db/octave rise with frequency
for a head whose output was proportional to the rate of change of flux,
provided no other phenomena entered. Experimental results show that
this is approximately the case at relatively low frequencies (up to about
a few kilocycles). However, for higher frequencies the response falls
away from the 6 db/octave rise and eventually decreases with frequency.
This deviation, considered as a loss, is a result of the following contribu-
ting factors: spacing loss, thickness loss, gap loss, head loss, and self-
demagnetization (see Wallace [1951]; also Hong [1958], Miyata and
Hartel [1959], Hoagland and Bacon [1960] and Carne [1961]).

Spacing loss, resuiting from separation of the head and record-
ing medium has been shown experimentally to be approximately equal
to 55 d/a db, where d is the spacing between head and magnetic surface
and A the recorded wavelength (A being a function of the recording fre-
quency and speed of the medium). Factors which may cause the spacing
to be increased erratically are: (1) foreign matter on or defects in the
recording surface, (2) accumulation of static charge on the recording
surface, (3) erratic movement of the recording surface away from the
head. In magnetic drum recording (Section 5.2.6) the latter phenomenon,
referred to as runout, results from any eccentricity in the path described
by the moving surface. In magnetic disk recording (Section 5.2.7) it is
much less pronounced, and may result from flexing of the disk.

The thickness loss (in db) has been estimated to be 20 log;o[(278/A) /
(1-exp (—2x8/A) )]*db, where § is the thickness of the recording medium.

* This expression is based on an assumption of uniform magnetization throughout
the thickness of the medium. If the thickness is large compared to the gap length,
the recording field does not penetrate uniformly through the medium and the
expression is not valid,
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At low frequencies, for which A > > §, the read voltage is propor-
tional to § and to the frequency. At higher frequencies, for which A << §,
the response is independent of the thickness since the limited penetration
into the medium makes its thickness unimportant,

The nature of the gap loss can be visualized by noting that if the
gap length is approximately equal to one wavelength, there is essentially
no field produced to magnetize the medium. The gap loss has been esti-
mated to be 20 log;o [(xg/A) /sin (xg/A)] db, where g is the effective gap
(which is generally smaller than the actual gap in the head).

Eddy current and other losses within the heads are in accordance
with the established behavior of magnetic circuits and will not be con-
sidered explicitly.

The phenomenon of self demagnetization appears in magnetic record-
ing as a result of the fact that adjacent small magnetic dipoles exert a
torque upon each other upon leaving the magnetic field of the record head,
the torques tending to return the dipoles to a random state. The retentivity
of the magnetic medium tends to hold them in the magnetized state, but
experiments show that self-demagnetization increases rapidly once very
short wavelengths are encountered. Figures of merit such as the ratio
H/B are generally used to assess the effect of self demagnetization on a
particular storage medium.

5.2.5. MAaGNETIC RECORDING CoODING TECHNIQUES

A number of techniques have been developed for translating a se-
quence of binary signals, in the form of a sequence of voltage or current
levels or pulses, to a sequence of recording current signals suitable to
actuate a recording head. The particular recording technique employed
determines the procedures best suited for correctly interpreting the recorded
flux patterns. This will be brought out in the ensuing parts of this section.

Each magnetic recording coding technique falls into one of two broad
categories. In one, referred to as the “return to zero,” or RZ system, the
recording waveform is always returned to zero amplitude before generation
of the waveform for the next bit position. In the non-return-to-zero or
NRZ system the recording waveform is not returned and held at zero
amplitude after each bit.

Techniques for erasing stored data also fall into two categories. In
the ac method, the medium is returned to a nonmagnetized state by the
application of high frequency ac signals to an erase head winding. In the
dc method, the medium is saturated in one direction corresponding to
that defined to represent 0 by the application of a large amplitude dc
signal, or by a permanent magnet placed close to the recording surface.
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5.2.5.1. RZ Recording

The return to zero or RZ method of recording can assume any one of
a number of alternate forms. In the three-level form, a pulse of current is
applied to the magnetic head in either one of two directions, according
to whether a 1 or a O is to be recorded. For each bit recorded, the
medium is saturated in one direction or the other. The recording current is
always returned to zero between the recording of individual bits.

In an early form of two level RZ recording, a separate erase head is
used to saturate the medium in a direction defined to represent 0, and a
pulse is applied to the record head only when the medium is to be saturated
in a direction representing 1. A head arrangement for this scheme of
recording is shown in Fig. 5.5. After passing the read head, each cell

Other data Other data
——— Controf
circuits

Data to be
recirculated

FiG. 5.5. A head arrangement for two-level RZ recording

is returned to the O state. This allows either a 1 or a 0 to be recorded in
any cell, by the application or nonapplication of a current pulse, re-
spectively, regardless of the state of the cell before it passed the erase
head. Whenever it is desired to recirculate information already recorded,
the output of the read head is coupled through appropriate switching
circuitry, to the current amplifier that drives the record head.

The three level system has the feature that a distinct signal is pro-
duced within each cell (thereby allowing the absence of a read signal
from a cell to be used as a definite indication of a malfunction). Because
of this characteristic, it does not require a dc amplifier in the read circuit
(which is required in a two level system for response to a series of 0’s
that may occur in the recorded information pattern).

The graph in Fig. 5.6(a) relates, for a particular sequence of bits,
the recorded flux density, ¢, that would pass through a reading head as
a function of time. Figure 5.6(b) shows the output voltage of the head,
which is proportional to the derivative of this flux. The patterns in Figs.
5.6(a) and (b) assume relatively small recording densities, i.c., a rela-
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tively large spacing between recorded bits. Beyond a certain recording
density, the results of interaction between adjacent recorded cells becomes
noticeable as shown in Figs. 5.6(c) and (d). Note that the flux density
returns to zero between adjacent cells only when there is a transition from
a 1 to a 0 or vice versa, so the output voltage waveforms depend not only
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Fic. 5.6. Read waveforms in RZ recording for various recording densities, p,

on the recording in individual cells, but on the particular sequence re-
corded. When the recording density is increased still further, the effects
of interaction become more pronounced as shown in Figs. 5.6(e), (f),
and (g). Though the various output voltage waveforms in Figs. 5.6(b),
(d), (e), (f), and (g) appear markedly different, still they all possess
one characteristic, by means of which a 1 can be distinguished from a
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0. For a 1 the output signal is going negative in the second half of
a cell, for a 0O it is going positive. Therefore, if the output voltage
waveform is differentiated, a signal will be produced which will be negative
in the center of each cell where a 1 is recorded, and positive where a 0
is recorded, Differentiation of the signal in Fig. 5.6(g) is shown in Fig.
5.6(h). After amplification, inversion, and clipping, the output signal
would appear as shown in Fig. 5.6(i). If it is then applied to a coincidence
gate with clock pulses timed to occur at the center of each cell, the final
result would be as shown in Fig. 5.6(j).

A disadvantage of the differentiating technique is that it attenuates
the read signal. As a result, additional amplification, which also amplifies
pulses due to noise sources, must be introduced.

If the recording density is very high and a long sequence of either 1’s
or O’s is recorded, the small ripple signal resulting from the RZ nature of
the recording, may not be adequate to produce a satisfactory output
signal. Schemes for correctly interpreting the read waveform at high
recording densities are generally complex and critical in operation.

5.2.5.2. NRZ Recording

The non return to zero, or NRZ method of recording is somewhat
similar to the two-level form of RZ recording using dc erasing. How-
ever, there are two principal differences. First of all, recording current
is applied for the recording of both 0’s and 1’s. Secondly, the recording
current is applied for the full width of a cell so that there is no return to
a reference zero state of saturation between cells. As a result, the medium
is continuously magnetized to saturation in either of two directions, and
reversals of direction occur only when there is a transition from a 1 to
a 0 or vice versa.

The nature of the record current and the read voltage are indicated
in Figs. 5.7(a) and (b). It is evident that in reading, a positive pulse
indicates a transition from O to 1 and a negative pulse a transition from
1 to 0. A precise indication of the end of individual bit positions can be
provided by pulses from a separate clock channel. The original waveform
may be obtained from the read waveform by causing the positive pulses
to trigger a read flip-flop to an “on” state, and the negative pulses to
reset it, generating the waveform shown in Fig. 5.7(c).

Comparison of Fig. 5.7(b) with Fig. 5.6(b), and consideration of
the nature of the record current waveform, shows that the NRZ system
theoretically allows an information rate twice that obtainable with RZ
recording. A limiting factor in both cases is the distance along the re-
cording surface within which a transition can be made between states of
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Fic. 5.7. Record and read waveforms in NRZ recording

positive and negative saturation. In RZ recording the frequency of flux
reversals is independent of the information pattern, while in NRZ recording
it is a maximum for a sequence of alternating 1’s and 0’s. However, even
in this case NRZ recording calls for only half as many flux reversals and,
therefore, only half the pulse repetition rate. The NRZ system has a
greater duty cycle than the RZ system, since currents must flow through
the recording heads in one direction or the other continuously. However,
a compensating factor results from the fact that the actual pulse frequency
at the recording head is reduced by one-half, compared to the RZ system.
This allows a greater number of turns of wire to be used in the head, and
thereby reduces the amplitude of the driving current that must be supplied
to it to produce a specified flux density.

Referring to Fig. 5.7(b) one sees that there is a separation be-
tween the trailing edge of a positive pulse and the leading edge of the
negative pulse. As the recording density is increased, a point will be
reached at which the shoulder separating the two disappears. Beyond this
point, the read voltage amplitude diminishes rapidly due to demagnetization
effects in the recording medium as a result of interference between di-
poles in adjacent cells. Of course, RZ recording is also limited (and at a
lower information rate) by demagnetization effects.

Let us here delineate the principal advantages and limitations of
both the RZ and NRZ recording techniques. First, RZ recording is sub-
ject to noise that appears because old information is not erased in the
interval between adjacent pulses; while transformer coupling cannot be
used in NRZ recording because current does always flow through the
head winding. At low bit densities RZ recording allows use of a narrow
band-pass read amplifier, while NRZ recording requires a wide band
amplifier because of the low frequencies represented by uninterrupted
streams of 0’s or 1’s and the high frequency presented by alternate 1’s
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and 0’s. At higher bit densities, because of flux spreading and self-
demagnetization a wide band amplifier is also required with RZ recording.
Such an amplifier has a worse signal-to-noise ratio than a narrow band
amplifier. If a wide band amplifier is not used, the read amplifier’s out-
put will vary appreciably with the frequencies presented by the informa-
tion pattern, making it difficult to set a reliable threshold for signal dis-
crimination. At high densities, an uninterrupted string of 1’s or O’s also
tends to cause flux saturation in a head, and, as a result, near zero values
for induced voltage swings.

A so-called return-to-bias system is like RZ recording in that thé
direction of current is reversed between write 1 pulses (being returned
not to zero amplitude, as in RZ recording, but to an opposite polarity
that saturates the medium in a direction defined to represent 0) and like
NRZ recording in that current is never returned and held at zero ampli-
tude. Because uninterrupted streams of 0’s are possible, it too requires a dc
read amplifier. Many of the difficulties described here may be alleviated
by phase modulation recording, described in Section 5.2.5.3.

5.2.5.3. Phase Modulation Recording

The distinguishing characteristic of the phase modulation system of
recording is that two current signals, of equal duration and opposite
polarity, are used for the recording of each bit. These signals may be
either the RZ or the NRZ type, i.e., either current pulses or states may
be used. Consideration of Figs. 5.8(a) and (b) shows that at higher

Fic. 58. Record and read waveforms in Ferranti phase modulation recording
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recording densities there will be little difference between the RZ and NRZ
current waveforms, although the duty cycle of the NRZ system is slightly
higher. On the other hand, the NRZ system is slightly superior in writing
over previously recorded information. (The upper dashed lines define the
boundaries of cells and the lower ones define the centers.)

By the use of two polarities per bit one is assured that regardless
of the information pattern there will be at least one flux reversal over
the interval of two adjacent cells. This scheme also restricts the band-
width requirements to the octave between the information rate and twice
this frequency. Because of this narrow band pass, a higher signal-to-
noise ratio is obtainable from the read amplifier. The output voltage
waveform, in Fig. 5.8(c), shows either a positive or negative peak near
the center of each cell, according to whether a 1 or 0 was recorded, this
information being derived from the direction of the zero crossover. To
recover the recorded information this waveform is sampled by pulses
timed to occur at the center of each cell. An important feature of the phase
modulation system is that the timing pulses may be derived from the sig-
nificant zero crossings of the waveform itself. (Various schemes may be
used to reject the nonsignificant zero-crossing that occurs between cells
of like content).

Because this type of recording is phase (rather than amplitude)
sensitive, the threshold level setting and signal interpretation problem
is avoided. Even small amplitude signals will be detected as long as the
noise pulse is significantly less than the signal. With amplitude sen-
sitive systems an error can result from either a weak signal or large noise
pulse alone. In phase modulation recording the signal-to-noise ratio must
be very low for the zero crossing point to be shifted enough to result in
misinterpretation of the recorded waveform.

As indicated in Fig. 5.8(c), there is an increase in peak amplitude
in going between two cells not holding like data (i.e., from Otolorl
to 0). By using a read system in which a flip-flop is triggered only in
the event of a change signal, the demagnetization effects in the recording
medium may be made negligible.

Variation of read voltage amplitude with recording density for phase
modulation recording on a disk surface with three types of magnetic coat-
ing is shown in Fig. 5.9. (Plating thicknesses are a few tens of micro-
inches, the oxide thickness in the 200 to 500 microinch range, the head
characteristics as follows: a ¥4 mil read-write gap, a Hi-Mu 80 laminated
core structure with a 40 turn winding, inductance of about 25 microhen-
ries). An extremely thin coating resuits in less self-demagnetization (which,
for short wavelengths decreases sharply as thickness is reduced), greater
resolution and less head trailing effect (i.e., demagnetization of the medium
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Fic. 5.9. Read voltage variation with recording density for three types of magnetic
coatings (Courtesy of Remington-Rand UNIVAC; Jacoby, M. [1962])

still within the field of the head when record current polarity is reversed).
A high ratio of coercivity to remanence also reduces self-demagnetization,
and it is important that the hysteresis loop be rectangular to reduce the
trailing effect and self-demagnetization (see Miyata and Hartel [1959]).

5.2.6. MAGNETIC DRUM STORAGE

At present, magnetic drums and disks (described in the section follow-
ing) provide the most economical storage of large amounts of data (see
Table 5.1) for medium speed storage applications. Drums are used both
as the main store of medium speed computers and the auxiliary store of
high speed computers. A block diagram of a dynamic magnetic storage

Dynamic
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Record Read
head head
Current Voltage
e amplifier,
amplifier shaper
¥
Switching Sync.
network FF

Fi1G. 5.10. Record-read system for one channel of a dynamic magnetic store

system, essentially the same circuitwise for a drum or a disk system is
shown in Fig. 5.10. In either case, there is a metallic surface coated with
a magnetizable medium, a motor for driving the surface, a set of read
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and record heads, and circuitry as indicated. Usually the medium consists
either of a magnetic oxide dispersion that has been sprayed onto the sur-
face and burnished after hardening; or a magnetic material or compound
that has been plated onto the surface (see Fig 5.9). The plated surface
is superior to the oxide surface magnetically and also mechanically, for
it produces a harder, less abrasive surface. As indicated in the discussion
on recording techniques, the signals read off the surface are not of suitable
amplitude or shape to be used by the sequential switching networks of
a computer. Therefore, circuitry is provided to amplify the read signals
and convert them to proper shape.

One of the most difficult problems in the design of a magnetic drum
storage unit is to maintain a small clearance between the magnetic surface
and the read and record heads. No more than a small clearance, 0.0002-
0.0001 in., can be allowed if a large recording flux density, needed for
saturation of the medium, is to be produced without “excessive” record
currents and read amplifier gain. Saturation of the medium with less re-
cord current reduces circuitry, power consumption, the trailing effect of
the head and improves resolution. There must be limited variation in this
clearance during operation. Variations in this spacing stem from two
principal sources, namely mechanical and temperature effects. Any ec-
centricity in the drum surface will cause cyclic variations in the clearance
between a fixed head and the surface of the drum. The variation in the
path described by the surface of the drum is referred to as “run out.” It
may be reduced to less than 1 mil by use of a cylinder that has been
dynamically balanced and turned on its own bearings. (A slight variation
in drum diameter from one end of the cylinder to the other can be com-
pensated for by the initial setting of the heads.) Other sources of spacing
variation are vibrations and the mechanical deformation that takes place
when the drum is rotated at high angular velocities. If the drum and the
structure supporting the heads do not have the same temperature coeffi-
cient of expansion, the changes in dimensions occurring from temperature
deviations from the norm will alter the set clearance between the drum
and its heads. To circumvent this problem, air supported head mounts have
been developed whose compliance maintains a minute head to surface spac-
ing. In the hydrodynamic type, the lift is produced by the film of air
circulated by the rotating surface while in the less widely used hydrostatic
type an external air supply ejects compressed air under the head.

Information on the drum surface is recorded along several distinct
tracks. Each track is defined by the imaginary line traced by a head as
the magnetic surface passes beneath it. The number of tracks per inch of
axial length may vary, but currently may be anywhere from 20 to 80.
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The width of the track is determined by the width of the head core. Though
a wider track results in less storage capacity, it results in a larger read
signal and reduces errors that might arise from flaws along a narrow
track. There are many ways in which information may be arranged
within the tracks. There may be parallel access to all tracks, or to several
parts of a particular track, or there may be access to only one of several
tracks at a given time. For the former cases, there are separate record
and/or read amplifiers for each track or for each head, whereas in the
latter case, only one record and one read amplifier plus appropriate selec-
tion circuitry might be used for the entire memory.

Access is gained to the various items of stored information by the
same motion that is utilized for sensing. The drum angular velocity
in different designs varies over a wide range (see Table 5.1). The maxi-
mum velocity is limited by the drum’s moment of inertia, and hence, its
physical dimensions. In static address dynamic storage systems (see page
197), if there is only one head per track, the maximum access time is the
period of one revolution. The use of more heads (and associated circuitry)
per track can reduce this figure. It may also be reduced by programming
techniques like minimum access coding and address interlacing (see Sec-
tion 7.5.4). If a track is used as a delay line, access time may be improved
by- less separation between record and read heads (implying additional
head pairs to secure the same amount of storage).

In early static address systems for stored program arithmetic com-
puters, a read and/or a record amplifier was supplied for each head. This
is an uneconomical procedure since the mode of operation of these ma-
chines is such that only one position of the memory is consulted at any
given time. An alternative is to use only one record and one read amplifier
and cause either of them to be connected to the head desired. The con-
nection is made by a selection matrix which causes a path to be established
between the desired head and the input lines of the read amplifier or
output lines of the record amplifier. If the speed requirements of a machine
are sufficiently low, then the switching delay introduced by a relay network
can be tolerated. For medium and high speed machines, electronic circuits
are used which permit power switching at high speed. These selection
circuits may be comprised of vacuum tubes or transistors or combinations
of these elements with magnetic core switches. The switching network
is controlled by the track (or head) part of an instruction’s address which
is held (with the sector number) in an address register. (See Section
7.5). For a description of a head selection switch formed from transistors
and diodes and capable of selecting one out of a 100 heads, see Seader
[1958].
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5.2.7. MAGNETIC DisKk STORAGE

There are various applications where the use of one or more magnetic
disks, usually in the form of stainless steel or magnetically plated alumi-
num, may be preferable to a magnetic drum. One of the principal
advantages of a magnetic disk store is that it provides a large amount of
magnetic surface in a relatively small volume. If the disks are rigid, the
problems of run-out associated with a magnetic drum type of store are
alleviated. Even with relatively flexible disks, proper spacing between
heads and disks can be maintained with less severe mechanical tolerances
in manufacturing and less extensive maintenance procedures. Maintenance
of a constant separation between the heads and the recording surface is
usually achieved by use of an air bearing (see Section 5.2.6).

Single magnetic disk stores with capacities of from 100 to 500 kilobits
have been produced which are competitive with drum stores such as those
listed in Table 5.1. However, magnetic disks are gaining more extensive
application in multi-disk units of several hundred megabits capacity, re-
ferred to as mass storage units, intended primarily for information retrieval
systems. One of the earliest of these, designed at the National Bureau of
Standards, (Rabinow [1953]) was to have 588 disks of 20 inch diameter
and a bank of 128 heads. The capacity of this unit using a recording density
of 100 bits/inch would be a quarter billion bits. The IBM-RAMAC disk
file (Noyes [1957]) was the first operational multi-disk unit to be widely
used with digital computers. It contains 50 disks so mounted as to rotate
about a vertical axis. There are 100 tracks per side, each track having a
capacity of 500, 8-bit alphanumeric characters. The disks, 24 in. in dia-
meter and 0.1 in. thick, are of aluminum coated with iron oxide. The density
of recording on the inside track is about 100 bits per inch and on the
outer track about 55 bits per inch. The access mechanism, of which there
may be one or more, positions a pair of heads to any track on any disk.
These heads are mounted in a pair of arms which can be moved
vertically to the level of any disk and then radially to straddle it. The
average access time is 0.5 sec, the maximum 0.75 sec. Head spacing is
maintained by an air bearing produced from tiny air jets in an annular
manifold surrounding the magnetic elements. A 0.001-in. spacing is
maintained despite any axial run-out in the disk. Reduced precision in
radially positioning the heads is obtained by using an erase head that
erases a wider track than the following write gap records. Thus, no
magnetically disturbed track edges contribute noise to a newly recorded
track which might not coincide precisely with the track previously written.
The accuracy required in positioning a head along a track is reduced by
use of a self-clocking system rather than a timing track. (See Seader {1957]
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TABLE 5.1. Characteristics of Rotating Magnetic Stores
Diameter Latency Capacity
Drum Stores (inches) Tracks time (ms) (kilobits)
Bryant 512-A 5 240 5 625
Ferranti 1009 10 144 10 432
Librascope LGP-30 6.5 64 17 131
Max. head
Multi-Disk Diameter Tracks/ Zones/ positioning Latencyh Capacity
Mass Storage Units (inches) surface surface time (ms) time (ms) (megabits)
Bryant 4000 (24 disks) 39 768 6 100 67 720
IBM 1301-2 (50 disks) 24 250 1 177 33 392
Telex II (64 disks) 31 256 2 150 50 617
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The maximum time required to locate an item in storage is the sum of
the maximum head positioning time and the latency time ( the latter being
defined as the period of one revolution). In a rotating memory with fixed
heads the access time is some fraction of the latency time, depending
on the number of heads per track and techniques for addressing informa-
tion (see Section 7.5.4.). If constant frequency recording is used, the outer
tracks will have a lower recording density than the inner one, so for im-
proved utilization of storage capability, a large disk is usually divided
into two or more zones, each operating at a different frequency and with
the maximum pulse density on the innermost track of each zone. In earlier
units, as cited above, the positioning arm moved axially as well as radi-
ally, presenting a severe mechanical design problem and resulting in a
relatively long access time. In most current units a separate positioning
arm for each disk holds as many heads as there are zones on both sides of
a disk, and positions heads along tracks within a specified zone.

Present mass storage units, such as listed in Table 5.1, have capa-
cities near one billion bits, with pulse densities averaging about 400 ppi
(pulses per inch), and average access time per positioner under 100 ms.
These capabilities can be increased greatly: advanced recording systems
will permit a several fold increase in recording density, improved posi-
tioning systems can extend the number of tracks per inch, from the present
average figure of about 50, by another order of magnitude, and positioning
time can be reduced by use of several independent positioners.

5.3. Static Magnetic Storage

5.3.1. MaGNETIC CORE STORAGE

Magnetic core storage devices are based on the use of materials ex-
hibiting hysteresis loops which are practically rectangular. These materials
include nickel iron alloys, molybdenum permalloys, and ferrites. Three
basic ways these cores may be fabricated are: (1) from thin ribbons of
a metallic material wound into a toroidal core, (2) from powdered metals
sintered in toroidal form, and (3) from ferrites molded in toroidal form.
Both metallic ribbons and ferrites are available that exhibit nearly rect-
angular hysteresis loops (similar to the loop shown in Fig. 4.48). The
metallic cores offer the advantage (in relatively small capacity storage
applications) of a lower coercive force. However, the ferrite cores have
a faster switching action, are lower in cost and lend themselves to mass
production. A typical ferrite core has an outside diameter of 0.050 in.,
an inside diameter of 0.030 in., and is 0.015 in. along its axis. For any
given material, switching current requirements decrease linearly with the
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diameter (since the flux path is along a circumference). Because a ferrite
core is brittle, the ratio i.d./o.d. for small cores is held to about .60 to
.75, adversely affecting hysteresis loop squareness.

For memory applications, the core material should satisfy the follow-
ing requirements: 1) time required for switching (i.e., flux reversal) should
be small to allow higher data rates; 2) effective incremental permeability
at the positive and negative residual flux points should be small so that
a partially disturbed core (see sections following) produces no effective
output; 3) reduction of residual flux caused by repeated interrogating
current should be small to lessen the probability of eventually losing
recorded information. Materials whose loops exhibit a greater degree of
rectangularity are better in all these respects. If a memory core is to
be selected by coincident currents (see Section 5.3.2) it is important (for
positive, reliable switching action) that the hysteresis loop have a square
knee.

The switching time = (in seconds) is defined by Eq. (5.3)

= So/(H—H,) (5-3)

where H is the applied magnetomotive force (in oersteds), H, the coercive
force of the material (the value of H where the hysteresis loop crosses
the H axis) and S§,, the switching constant. In coincident current operation,
H cannot exceed 2H,. In practice H is chosen ~ 1.5 H, for optimum
discrimination between full and half excitation. For a wide variety of
ferrites and metals, S,, does not vary significantly, but the coercive force,
H,, can be varied considerably by changes in composition and heat treat-
ment. For faster operation, materials with a larger H, are used, and
higher drive currents are required.

Magnetic cores exhibit the following characteristics pertinent to their
use in a large capacity storage system. First of all, they provide non-
volatility of stored data. Once a core has been set to a particular state,
it will remain in that state until a disturbing force of proper sign and
amplitude is applied. For example, if the power supply is cut off deliber-
ately or accidentally, information in the cores will not be altered except
if the transients are large enough to disturb the cores’ remanent states.
Also regeneration circuits do not have to be provided to prevent the loss
of information resulting from a process of gradual degradation (as, e.g.,
in an electrostatic storage system, where the charge gradually leaks off
unless periodically restored). However, the read-out process is essentially
destructive in nature and as a result, either regeneration circuitry or a spe-
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cial nondestructive read-out scheme must be provided (see Section
5.3.2.5). The switching time is fast, of the order of a microsecond.
5.3.2. CoINCIDENT CURRENT CORE ARRAYS

The coincident current type of memory depends on a two-level ampli-
tude discrimination scheme for core selection. Cores with a rectangular
hysteresis loop are arranged in two dimensional arrays, as shown in
Fig. 5.11. To record or regenerate a bit of information in a single core,

Read or clear

Sense

Write or restore

Fic. 5.11. Coincident current magnetic core storage array, showing directions of
current flow for read or clear, and write or restore operations

a pulse of current of magnitude I,,/2 is applied simultaneously to the
row and column wire threading that core. I,, is chosen of such magnitude
that the magnetizing force H,, it produces is adequate to switch a core,
whereas I,,/2 is not. Therefore, the core at the intersection of the energized
X and Y lines will be switched, whereas all other cores along the same
X and Y lines are only partially disturbed.

The read-out process is similar to the recording scheme. Interrogation
pulses both of the same polarity are applied to the selected X and Y lines.
If the application of these pulses causes the core to be switched, a
voltage pulse will be induced in the read-out winding. For example,
assume that the interrogation pulse is chosen of such polarity as to pro-
duce a negative magnetizing force. Then if the core is in state — B,
(Fig. 4.48) the interrogation pulses produce no effect, whereas if it were
in state + B,, a switching action would be effected. Thus the state of
the core prior to interrogation can be inferred from the effect of inter-
rogation. After interrogation, the state of the cores before interrogation
is restored by means of circuits actuated by the read-out signal.
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The whole array is threaded by a single read-out wire, referred to
as a sense winding. A voltage pulse will appear on this sense winding
only when the interrogation of a selected core causes that core to switch
from one state of saturation to the other. For minimum coupling between
the drive and sense windings, they should be placed at right angles to one
another. This would result in no flux leakage and a relatively small
capacitance between the wires. Though the diagonal pattern provides some
coupling because of the 45° relationship between the wires, it is still
satisfactory while easier to fabricate. Note that in any row or column,
the direction of the magnetically induced voltages due to a partial selection
is opposite in alternate cores so that opposing induced voltages cancel each
other, allowing the signal from the selected core to dominate.

Each of the straight wires used for driving and sensing effectively pass
a single turn through each core. The large currents needed to produce an
adequate magnetomotive force can be obtained from saturable transformer
or diode decoding matrices. Multiple turns would reduce current require-
ments, but would make the array more costly and difficuit to fabricate and
decrease the operating speed.

In the writing and interrogating scheme described, current pulses must
be generated in two directions, one for recording and one for sensing. If this
is not convenient, two sets of wires may be used. Also, if the hysteresis
loop of the core is far from ideal, it is desirable for improved reliability
of operation to have a ratio greater than two between the current in the
selected core and the largest current in any nonselected core. For example,
a selection ratio of 3 to 1 can be obtained in either of the following ways:
A current of 1,,/2 is sent through the X and Y line of the core to be
selected, as before, but in addition all other selection windings are driven
with currents of — I,,/6. Thus the net current in all cores except the
selected one is I,,/3 or — I,/3. Another scheme providing a 3 to 1
selection ratio makes use of an extra winding passing through all cores,
and requires simpler driving current circuitry. A current 21,,/3 is applied
to the X and Y line of the core to be selected, and an opposing current
—I,/3 is passed through the additional winding. Thus I, is applied to
the selected core and either 1,,/3 or — I,/3 to all others. In both of these
schemes the directions of all applied currents are reversed during read-out.
Also the opposing currents are applied just prior to the selecting currents
and maintained until the selecting currents have been removed.

There are certain disadvantages to the coincident current selection
technique: Restriction of the magnitude of the applied mmf produces a
limitation in switching speed and allows only small tolerances in the am-
plitude of the drive current. Also, the less than ideal rectangularity of
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the hysteresis loop limits the permissible size of an array (see Section
5.3.2.2).

5.3.2.1. Selection of a Word at a Time

In a high speed computer a better balance can be achieved between
time spent in arithmetic operations and in data transfer to and from the
memory if there is parallel access to all bits of a word. One way to accom-
plish this is to provide as many two-dimensional arrays as there are bits in
a word. Then each word is addressable simply by its X, Y coordinates, and
a particular Z plane is always associated with a particular significant place
in a word. A particular configuration which has been found to be prac-
tical is arranged as follows: Each two-dimensional array has a set of X
and Y windings and a current of I,,/2 can be applied to any X and Y
winding at a time. Corresponding X and Y windings in each plane are
connected in series. For each XY plane, there is a separate Z drive wind-
ing (designated as an inhibit winding) which passes through all cores in
the plane, and, also, a separate sense winding. The operation is as follows:
since corresponding X and Y windings in different planes are connected
in series, application of drive current to a particular XY address causes
a 1 to be recorded in the corresponding positions of all planes. There-
fore, to allow a recording of 1’s in some XY planes and 0’s in others, an
opposing current, — I,,/2 is applied to the Z drive winding in all XY
planes in which a 0 is to be recorded. In reading, the directions of the
applied XY currents are reversed and the Z winding is not used. The indi-
vidual bits of the word are read from the sense windings.

Though the inhibit and sense windings are not used simultaneously,
it is not practical to replace them with a single winding for the following
reasons: First of all, in order to cancel induced signals that are unwanted,
the sense winding passes through alternate cores in opposite directions
(see Fig. 5.11). The inhibit winding must pass through all cores in the
same direction relative to the X and Y drive windings. Also, there would
be a problem in isolating the large voltage applied to the inhibit winding
from the corresponding sense amplifier. If not isolated, the amplifier
would be driven to saturation and could not recover in time to respond
to the small amplitude of the read-out signals.

Some important parameters of a core storage system are the simplicity
of the wiring configuration, the selection ratio, and the number of drive
lines. A more complex core selection system (see Section 5.3.2.4) can
reduce the number of drive lines, e.g., a quadruple-coincident selection
system for a 4096 bit storage plane can be built requiring only 64 drive
lines compared to 256 unidirectional lines for a two-dimensional selection
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system. However, the use of more dimensions in the selection system
within the array means more wires, a smaller selection ratio, and passage
of each driving current through more cores.

5.3.2.2. Disturb Signals

We will review here various unwanted signals that are generated dur-
ing the operation of a coincident current memory because of less than
ideal rectangularity of the cores’ hysteresis loops and other causes. First
of all, we note that only moderate rectangularity is sufficient to prevent
demagnetization due to the cumulative effect of successive half amplitude
signals. A more serious problem is that voltages induced in the sense
winding by all the half excited cores on the selected lines are cumulative
and may swamp the desired read-out signal. (The effects of disturb volt-
ages induced directly from the drive windings may be essentially eliminated
by threading the sense winding in such a way that there is an equal
number of positive and negative flux linkages.

As an example, consider a selection ratio of one-half. In this case,
whenever a core is selected by application of I, a half selection current
of I,./2 is applied to all other cores in the row and column intersecting
the core. If a half select read signal is applied to a core containing a 1,
the state of the core is changed from 1 to 1,. If a half select write signal
is applied to a core containing a 0, the state of the core is changed from 0
to 0,. The resultant states are referred to as disturbed 1 and disturbed O
states, respectively. When half select signals are applied alternately in
the write and read directions, minor hysteresis loops are traversed as
shown in Fig. 5.12 (a). Since the difference between the first and successive
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F1G. 5.12 (a) Minor hysteresis loops from half-select signals, (b) strobing
of sense voltage.
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minor loop traversals is usually small, it is assumed here that each core
arrives at a stable minor hysteresis loop after several half select signals.
The output flux obtained in reading a core in a disturbed 1 state is less
than that from a core in an undisturbed 1 state, and when a core in a
disturbed O state is read, an unwanted signal is produced by the process
of restoring the undisturbed O state.

In reading, a partially selected core (operating in a symmetrical
coincident current loop) will not produce the same small disturb signal
when in the 1 remanent state as in the O remanent state. Earlier it was
stated that to reduce the effects of disturb voltages, the sense winding
should link all partially selected cores in a way that equalizes the number
of positive and negative core linkages. However, there is a pattern of
information along the selected X and Y lines for which the difference
signal (commonly referred to as delta noise) is a maximum. The pattern
(and its complement) yielding the maximum delta noise is called the worst
storage pattern. '

A technique used to alleviate the delta noise problem is to apply
after each read or write operation a demagnetizing half excitation referred
to as a post-write-disturb pulse. This tends to equalize the reversible flux
changes for the two remanent states during subsequent half excitations,
by carrying all cores to either the 1, or O, state. The diagonal sénse wind-
ing pattern effectively cancels voltages induced from the unselected cores
except for the voltage differences caused by the relatively small difference
in slope between the left hand portions of the 1 and O minor hysteresis
loops.

The most frequently used method to discriminate against disturb volt-
ages is to time strobe the output voltage. This technique is effective be-
cause the reversible flux changes on half excited cores occur faster than
the irreversible flux changes on the selected core. Fig. 5.12 (b) shows
sampling of the sense line voltage after the waveform on the left (represent-
ing a worst combination of half-select and delta noise voltages) has
decayed.

The rectangularity and uniformity of present day ferrite cores is such
that an array much larger than 64 X 64 cannot be operated reliably with a
single sense winding. For larger arrays, the problem of disturb voltages
can be solved by splitting the sense winding (see Best [1957]).

5.3.2.3. Core Storage Cycle

Let us review briefly the nature of writing and reading in a core
storage array in which each bit of a word is read simultaneously from cor-
responding positions of all XY planes. To write, a drive current — I,,,/2



5.3. STATIC MAGNETIC STORAGE 223

is applied to a selected row and column in all planes, simultaneocusly with
the application of an opposing current I,,/2 through the inhibit winding
in all XY planes where a O is to be recorded in the selected position.
Thus, writing is essentially a “write 1” process. To read, a drive current
I,./2 is applied to the selected row and column in a direction opposite
to that for writing. Thus reading is essentially a “write 0” operation and
previously recorded 1’s are detected by inspecting the sense winding at
the time when the cores switched from 1 to O are developing their maxi-
mum output voltage, This mode of operation makes it desirable to estab-
lish an operational sequence in which each write operation is preceded
by a read operation regardless of whether a word is to be written into or
read from the memory. This is because when writing, the preceding read
(write 0) operation clears the word, and when reading a subsequent write
operation (write 1) is needed to restore those cores switched from 1 to 0
by the read operation. Other routine operations necessary to the con-
sultation of the memory in a particular system may be included in an
over-all operational sequence referred to as a core storage cycle. For
example, after the write operation, a post-write-disturb pulse may be
applied to all cores (through the inhibit windings). During this period,
the addressing circuits can be set to the address of the storage location to
be consulted in the cycle following.

The cycle time of a random access memory depends on several factors:
1) time for address decoding, 2) transmission time along write and read
lines, 3) switching time of a memory element (e.g., Eq. (5-3)), 4) time
before reading to allow decay of a large signal pick-up by a sense winding
during writing (even after measures to reduce pick-up and its effect on
the sense amplifier), 5) delays in sense amplification circuits.

5.3.2.4. Memory Drive Systems

In an n X n coincident current array, the problem of switching into n?
cores is reduced to that of switching into 2n channels. Two many-to-one
diode matrix switches (described in Chapter 4) could be used for this
purpose, the output of one switch driving the X lines and the output of the
other driving the Y lines. Since two driver circuits are required per line
to obtain current flow in two directions, 4n drivers are required. In some
of the early core memories, there were two tubes and two one-turn wind-
ings at each line to provide the two polarities of drive. Each tube supplied
a current of about 0.5 amps. In present large arrays, the number of cur-
rent drivers is often reduced by the use of sets of external switching cores
to drive the storage array. Also, joint use of coincident currents, diode mat-
rices, and magnetic core matrices all contribute to an efficient selection
system for a large array.)
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An important fact entering into the design of a magnetic core switch
is that it is only necessary for a single switch core to be driven to one
state, while all others can be in the opposite state. For example, before
energizing currents are applied to the core switch, all cores are in the
same remanent state and after they are applied only one of them is
switched. This is in contrast to the coincident-current memory matrix where
the cores can be in any pattern of positive and negative remanent states.

The first type of magnetic switch we will consider is the biased co-
incident current switch shown in Fig. 5.13. All cores are biased by a
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Fic. 5.13. Biased coincident-current magnetic core switch

direct current which is equal in magnitude and opposite in sign to the
excitation of a row or column line. Simultaneous excitation of both a
row and column multiturn line switches the core. At the termination of
the row and column drives, the dc bias restores the selected core to its
initial state. Each core of the array has an output winding (not shown
in Fig. 5.13) coupled to a row of the memory array. A similar switch
has output windings coupled to the columns of the memory arrays. The
switch provides part of the address decoding, both polarities of output,
and a better impedance match to the output of the drivers. The latter
capability results from the fact that several turns can easily be provided
on the switch cores because they are larger than the memory cores and
only a relatively small number of them are required. For example, only
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an 8 X 8 switch array is required to drive the X (or Y') lines of a 64 X 64
memory array. A switch similar to the one in Fig. 5.13 is the anticoin-
cident current switch. It has no bias line, so a selection is made by first
sending reset current through all X lines except the one containing the
core to be selected. Then, current in the set direction is applied to the
Y line containing that core. To reset, the Y line current is termi-
nated and reset current applied to the X line containing the selected core.

We will consider next a multicoincidence magnetic switch. Figure
5.14(a) shows a switch of this type with three inputs and eight outputs.
In this figure and also Fig. 5.14(b) the mirror system of notation for
magnetic core circuits is employed to indicate the location and polarity
of the windings: The cores are represented by the dark horizontal lines,
and the various drive lines by the vertical lines. A short diagonal line at
the intersection of a core and wire indicates that a particular drive wind-
ing is present on that core. The convention is to consider the current in a
wire as a beam of light. The core will be driven to a set or reset state
in accordance with whether the diagonal line, considered as a mirror,
reflects the beam to the left or right. The operation is as follows: The
output signals of the flip-flops holding the X (or Y) address control a
set of drivers. After all cores of the switch have been reset by application
of a current through the restoring winding, current is applied to one
winding of each input pair according to whether the corresponding flip-
flop is in the 1 or O state. For every combination of states of the flip-
flops, one core will have all windings driving it toward the set state
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Fic. 5.14. (a) Multicoincidence magnetic core switch, (b) biased multicoincidence
magnetic core switch
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while others will have some windings driving them toward the set state
and some toward the reset state. The number of turns of the reset winding
is k — 1 times that on the set windings where k is the number of binary
positions Q) so only the selected core is set. Since all of the driver cur-
rents are additive on the selected switch-core, in a larger matrix the
drivers can supply less current to each winding. Also, a larger number of
series windings will be driven by each driver.

In Fig. 5.14(b) another form of magnetic switch referred to as a
biased multicoincidence switch is shown. In this case, the X (or Y)
address flip-flops control a set of bias drivers. The magnitude of the
current generated by any bias driver is adequate to switch any core it
affects to the state N. For each address in the flip-flops, one and only
one switch core will receive no bias current. For example, if the flip-
flops hold 011 (binary three) a bias current is applied to each switch
core except number three. After a particular core has been selected (by
not having a negative, biasing current applied to it), the next step is as
follows: A pulse of current is applied to all switch cores by the set driver
in such a direction as to drive each of them to positive saturation if they
were initially unbiased. However, since only the selected core has no
initial bias, it is the only one actually driven to a state of positive satura-
tion. Switching of the selected core induces a voltage in its output winding
which may be used as an X or Y drive signal for the storage array. The
selected switch core is returned to its initial state by application of current
from the reset driver.

When the number of windings per switch-core, or the number of
windings connected in series becomes greater than desirable, these fig-
ures may be reduced by doing some preselection with the aid of diode
switching networks.

5.3.2.5 Nondestructive Readout

Before describing certain schemes for sensing the state of a mag-
netic core without altering it (in order to avoid the necessity of re-
storing it) we will review some basic characteristics of ferromagnetic
materials. Such materials usually have small regions (about .1 mm in
length) called domains in which all electron spins are aligned. (There
are also cases where domains do not form, the magnetization changing
direction in a continuous manner). Regions separating domains with dif-
ferent alignments are known as domain walls. When an external magnetic
field is applied, domains similarly aligned grow, extending their walls
and reducing adjacent domains. Domain rotation, i.e. rotation of the
magnetic moments of all domains, may also occur (though this happens
more frequently in fields of higher intensity).
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Nondestructive readout based on the phenomenon of elastic motion of
domain walls is described by Newhouse [1957]. A magnetizing force much
greater than the coercive force can be applied without causing switching
if it is applied for only a brief interval (about .1 usec). During this
period walls can be moved only short distances, within their elastic limit,
and the movement is reversed when the force is removed. The readout
voltage varies by a ratio of about three to one, depending on the core’s
remanent state, and the peak output is about 15% of that produced by
switching. The reversible flux change may also be aided by two other
processes: (1) temporary coherent rotation over a small angle within
domains, (2) temporary domain reversals around imperfections in the
material.

In quadrature field methods, readout is by means of a magnetic field
orthogonal to the remanent flux (which is in a circular path around the
core). Since sensing is based on rotation of magnetic moments rather than
domain wall motion, the state of the core is inferred from the polarity
rather than the amplitude of the readout voltage. The readout rate can be
very high because the magnetic moments can rotate within the readout
pulse’s rise time. Wiring an array of elements as in Fig. 5.15 (a) is
difficult; it is also difficult to produce cores with holes as shown in Fig,
5.15 (b). Though the FLUXLOK scheme, shown in Fig. 5.15 (c), re-
quires more ampere turns for driving than the scheme of Fig. 5.15 (b),
it uses a standard core, and the readout solenoid is relatively easy to wire.
In the FLUXLOK system, the opposing circular mmf’s set up in the core
cancel one another, leaving its remanent state essentially unaffected. The
magnetic moments are rotated slightly; but when the disturbing field is
removed, realign to their original orientation. The output waveform has a
positive and a negative pulse at the leading and trailing edge (whose
interval is defined by the interrogating pulse), respectively, or vice versa,
depending on the initial orientation of the circular flux.

In the RF sensing method (Widrow [1954]) a burst of RF current of
one frequency is applied to a selected coordinate of an array and another
frequency to a selected coordinate (using the same windings employed in
writing). The output voltage produced by each core at the intersection
has a difference frequency component. Its phase for the two possible
residual flux states of the core differs by 180°. The cores are not switched
because the frequencies (in the region of 6 Mc) are so high that there is
not time in a half cycle for a permanent change, and current in the oppo-
site direction during the next half cycle restores any temporary change.
Because of its complexity and critical operation, this technique has found
little application.

The so-called O-flux method (Olsson [1960]) is based on possible
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Fic. 5.15. Nondestructive sensing arrangements for magnetic core storage

use of the demagnetized (0-flux) state of a core to represent one of the
two binary states. It allows a readout frequency comparable to that of
conventional (destructive) readout schemes with lower readout currents
(less than 100 ma for an .080 inch core of low coercivity).

Since reliability of operation is a prime consideration, evaluation
of a sensing method must take into account such items as the squareness
and uniformity of cores that are acceptable, the amount and complexity
of circuits required and the output signal-to-noise ratio. Readout methods
producing relatively low signal-to-noise ratios are better suited for a word
organized memory (Section 5.3.2.6), where no half-activated cores are in
series with an activated core on a sense line to contribute disturb signals.

5.3.2.6. The Word Organized Memory

We will now describe a magnetic core storage arrangement (see Fig.
5.16) somewhat different from those considered in the preceding sections.
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Fic. 5.16. Linear selection: word organized magnetic core storage array
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The operation of this array, whose selection scheme is called “word-selec-
tion” or “linear-selection,” is as follows: First of all, switching is
performed external to the array itself. Secondly, each row corresponds to
a word. To read a word, the selected row is driven with a pulse of suffi-
cient amplitude to switch all cores in the row to positive saturation. This
causes voltages to be induced on all column windings where the cores of
the interrogated row were at a state of negative remanence. To write or
rewrite a word, a current half the amplitude required for switching is
applied to the selected row in the direction opposite to that for reading,
i.e., one producing a negative mmf. Simultaneously, write currents of the
same amplitude are applied to those columns in which the cores of the
selected word are to be driven to a state of negative saturation. This
results in a switching action where those columns intersect the selected row.

Because read-out is by external word addressing and involves no
current coincidence, the read-out lines are free of disturb signals from
cores of other words. Extraneous signals on the read-out lines occur only
as a result of the minor flux changes of those cores on the selected row
which are driven further into saturation and these are easily distinguish-
able from a major flux change. In contrast to coincident-current operation,
the less than ideal squareness of the hysteresis loop does not limit the
permissible size of the array. The read-out signal is clean and simpler to
detect, there is no limitation on the magnitude of drive current that can
be applied, as with internal coincident current selection, and because of
the large tolerances, the driving circuits can be simpler, too. By increasing
this current, the read-out switching speed can be increased to the limit
imposed by the characteristics of the external switch and the heating of
the memory cores should they be switched at the high repetition rates
possible with the short switching time. Since the write operation does
depend on current coincidence, the writing currents and hence the speed
of writing are limited accordingly.

To summarize briefly, in coincident-current memories half-select
currents are critical in amplitude and waveshape, the core material must
have a high squarcness ratio (since this affects the sum of half-select
voltages), the cores must be selected for uniformity (to improve noise
rejection by cancellation effects) and the sense amplifier design is critical
because of high level noise from partially disturbed cores. In word or-
ganized memories these requirements are greatly relaxed; in particular, the
greater tolerance on drive current allows reliable operation over a wider
temperature range despite a temperature coefficient of coercivity of .5 to
7% /C* for ferrite core materials. On the other hand, above the region of
10,000 bits or so, a word-organized memory requires considerably more
associated semiconductor elements for addressing, writing and sensing
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(about five times as much for a 100,000 bit memory and about ten times
as much for a million bit memory).

5.3.3. THE APERTURED FERRITE PLATE

Production of magnetic core assemblies similar to those described in
Section 5.3.2 involve complex assembly operations if the total number of
bits is very large. This is because of the difficulties involved in threading
wires through the tiny ferrite cores. The ferrite plate storage system,
originated at RCA, is composed of thin (0.020 in. in prototype models)
plates molded, with a regular array of holes, from a rectangular hysteresis
loop ferrite (see Fig. 5.17). It combines the relatively high density of
storage sites of a continuous medium with the high access rates of indi-
vidual cells: These cells are defined by the apertures, for, by applying a
magnetic field that produces either a clockwise or counterclockwise flow
of magnetic flux in the small area of material surrounding each aperture,
a bit can be stored in terms of the direction of remanent magnetization
about each aperture. With a center-to-center spacing of the holes greater
than twice the hole diameter, the interaction between holes is negligible.
In a standard 16 X 16 array in which the plate is less than an inch square
the holes are 0.025 in. in diameter with 0.050 in. between centers. About
300 ma are required for switching; the switching time is around 1.5 psec.

Apertured ferrite plates can be operated either as a coincident-current
or word organized memory. The “word select” type is used almost ex-
clusively because it is less dependent on the uniformity of cells on a
plate, in addition to its other advantages. (For a description of both types,
see Rajchman [1957]. In the “word select,” memory, a stack of plates
can be driven by an external switch which energizes the selected word loca-
tion without half-exciting other locations. The address selecting switch,
too, can be made of a stack of plates, and can be set in register with
the storage stack. An address selecting conductor, simply a straight
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wire, is passed through each set of apertures in register. The switch stack
is threaded, also, by X and Y selection windings.

To summarize, the apertured ferrite plate is more economical to
fabricate and test than a corresponding number of cores, and the assembly
and wiring of plates into a large memory is considerably simpler than the
fabrication of a magnetic core assembly. An important problem still to be
solved in the development of this type of memory is the production of
plates with more uniform characteristics.

5.3.4. THE TRANSFLUXOR ARRAY

The blocked and unblocked remanent conditions of a transfluxor
(see Chapter 4) may be used for binary storage in a random access store
with coincident current selection. (See Fig. 5.18.) Coincident-current write
pulses, applied simultaneously to the windings linking leg 1 (Fig. 4.59) in
a selected row and column, set the selected transfluxor to either a blocked
or unblocked state. For read-out, a pair of pulses, one in the prime and one
in the drive direction, is applied to each read line. If the transfluxor is
unblocked, fluxes in legs 2 and 3 reverse back-and-forth and return to
their initial state. If it is blocked, they remain in their inijtial state. These
flux reversals induce voltages on the sense winding.

In a coincident-current core memory the half-select currents must be
precisely controlled since they must not switch a core. A coincident-
current transfluxor array can be operated by biasing the small hole to
saturation, applying a drive current to one line to overcome the bias
(without switching) and to the other to cause switching. Since these
drive currents can be larger than in a coincident-current core memory,
switching can be faster. Because the drive current can vary over a
wider range, operation is less temperature sensitive. Present coincident-
current transfluxor memories can operate from —10°C to +65°C with
cycle times of 6 to 10 usecs and with a maximum of about 4096 bits per
sense winding. A word-select transfluxor memory can operate from —55°C
to +100°C with cycle times of about 1 usec.

The nondestructive nature of the readout process in a transfluxor
memory simplifies the readout circuits because there is no need to activate
write circuits for selective restoring. A program can be read from memory
with less chance of accidental erasure and, in certain applications requiring
high speed reading only of a semi-permanent electrically alterable memory,
the write circuits can be disconnected and removed, once the program has
been loaded. Another potential advantage of a transfluxor memory is that
write and read operations could be done simultaneously at two addresses.

In some respects the transfluxor memory does not compare as favorably
with a core memory, e.g. its windings are more complex and difficult to
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assemble, it is larger, transfluxors are more difficult to produce and
test, and the drive system (write and read circuitry) is more complex.
5.3.5. THE TWISTOR

The action of the twistor storage element is based on the fact that a
torsion applied to a magnetic wire shifts the preferred direction of mag-
netization into a helical path inclined 45° from the axis. Figure 5.19
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Fic. 5.18. A coincident-current transfluxor storage array
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Fic. 5.19. Twistor storage element: (a) physical form and (b) hysteresis loop
showing bias due to open magnetic structure

shows one form of the twistor storage element. It consists of an insulated
nonmagnetic wire on which there is wound a magnetic wire or ribbon in
the form of a helix, at an angle of 45° to the axis of the nonmagnetic wire.
There is also a solenoid about the central wire. Coincident application
of a current to the solenoid and central wire can produce a magnetic
field whose lines of flux follow the path through the helical wire and from
its ends join through the space around the element. Because of the
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anisotropy produced by its longitudinal tension, the magnetic wire exhibits
a hysteresis loop that is markedly rectangular. Also, because of the open
magnetic structure there is a bias in the loop (see Fig. 5.19), proportional
to the magnitude of the ambient magnetic field.

The form of twistor first reported was simply a twisted magnetic
wire with a solenoid about it. Lines of strain produced by the twist yielded
an anisotropy producing an easy direction of magnetization. The twistor
action was obtained by application of current through both the magnetic
wire and the solenoid. The advantage of the form of twistor shown in
Fig. 5.19 is that the tension in the magnetic wire is permanently set as
it is machine wrapped, allowing elements with uniform properties to be
obtained, while the amount of twist in the simpler twistor is not as easily
controlled.

A memory array of twistor wires is shown in Fig. 5.20. It is designed
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Fic. 5.20. Word organized twistor storage array

for linear selection. Insulated copper wires wound with magnetic wire or
permalloy tape are embedded in parallel lines, spaced ten to the inch,
between two sheets of plastic. Similar plastic strips with embedded ribbons
of copper wire are placed about the twistor sheets to provide the word
selection solenoids. Writing is by current coincidence, a pulse being applied
to a selected word solenoid and to the twistor wires corresponding to the
columns of the word in which 1’s are to be stored. The speed of switching
may be improved by use of a bias solenoid placed about the entire array.
Direct current through this solenoid biases the hysteresis loop even farther
to the left, thus allowing a greater half select current to be applied without
causing switching. For read-out, the appropriate word solenoid is pulsed
so as to change stored 1’s to (s, thereby generating a read-out signal
in the central wire. This signal is of good amplitude because of the
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number of turns of the magnetic wire. In the twistors previously mag-
netized in the O state, small reversible flux changes are produced whose
radial component is opposite in sign to that of the irreversible change.
The solenoid current is of the order of amperes, and the central wire
current tenths of an ampere. The read-out signal is about 15 mv and the
storage cycle time about 6 usec.

A major disadvantage of the twistor memory is that, because of the
open magnetic structures, it can be affected by ambient magnetic fields.
However, the bias solenoid, placed about the entire array to permit faster
switching, also yields some control over the ambient magnetic field. The
principle advantages claimed for the twistor memory are a lower cost per
bit and operation over a wide range of temperatures.

5.3.6. MAGNETIC THIN FILM STORAGE ELEMENTS

One of the newest magnetic elements suitable for large capacity, high-
speed storage systems is the magnetic film element. An array of memory
elements is formed by distinct islands of a magnetic material vacuum
deposited on a flat glass substrate. The deposition is made on a heated
glass substrate in the presence of a dc magnetic field in the plane of the
substrate so that each element assumes a preferred magnetic axis in the
direction of the applied field. This establishes two stable states of mag-
netization (both parallel to the preferred direction). The film exhibits a
square hysteresis loop in the preferred direction and an almost linear
loop in the transverse direction. The squareness of the hysteresis loop can
be worsened by the demagnetizing field due to free poles at the edges of
the film. This effect is negligible, however, provided the ratio of film
diameter to thickness is very large, e.g, the diameter must not be much
less than 4 mm for a thickness of 2000 A°.

In the thin film element, utilization is made of a different phenomenon
than usually* associated with the switching of ferrite cores. A reversal
of magnetization is produced not by sequential rotation of the atomic
magnetic moments, in the form of moving ferromagnetic domain walls,
but by simultaneous rotation of all atomic magnetic moments (coherent
rotation). This permits faster switching with moderate driving current.
Also, because of the favorable surface to volume ratio of thin films, high

* See Shevel, W. L., Jr. [1959] Observations of rotational switching in ferrites,
IBM Jour., 3, 93-95, which reports three mechanisms of flux reversal in ferrite
cores: domain wall motion, incoherent and coherent rotation. The switching
threshold for incoherent rotation is two to five times greater than for domain wall
motion, and for coherent rotation about ten times greater.
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repetition rates, which produce excess heating in core memories, are
obtainable. A practical difficulty in this respect results from the fact that
because of the air return flux path, the elements cannot be too closely
spaced nor their diameter too small. As a result, the physical size of the
array makes the propagation time of the driving signal greater than the
switching time of the element.

A desirable feature of the thin film coincident current array is that it
allows the conductors for the row, column, and inhibit drives to be made
by printed circuit techniques. Conventional coincident current operation
is obtainable by having these conductors run parallel to each other in the
proximity of each element so that the effects of the currents are alge-
braically additive. The printed windings can be placed on both sides of the
glass to minimize current requirements and. the inductance of the drive
lines. Because the read output signal is relatively low, the sense winding
is placed close for maximum coupling, and perpendicular to the drive
conductors to minimize noise pick-up. Instead of thin glass or glass
epoxy sheets to carry the printed circuit wiring, it may be possible to
vacuum deposit the necessary insulation between the lines as well as the
lines themselves.

Because the flux return paths are through air, there must be adequate
shielding from external fields. Delta flux effects, which occur as the result
of a small rotation of partially selected elements, can be cancelled by
positioning the sense windings at the proper angle to the preferred direc-
tion of magnetization. The major noise problems result from unbalanced
mutual coupling between drive lines and sense wires and capacitive
coupling between a selected drive line and sense line. The former problem
results from random errors in registration of the etched circuit wiring.
However, present printed circuit wiring techniques are adequate to reduce
this source of error to the point where strobing of the output signal reduces
both noise contributions to the point where over-all signal-to-noise ratio
is adequate.

As noted earlier, the squareness of the hysteresis loop depends, within
limits, on a large ratio of diameter to thickness of the film. At the same
time, the read-out signal is proportional to both thickness and diameter.
Thus, one can do some trading of storage density for magnitude of signal
output. Of course, a great reduction in spot size increases the problems
of wiring. In fact, storage has been demonstrated at densities of 10,000
per square inch with 0.005 in. spots, but the utilization of such high densi-
ties depends on the development of practical wiring techniques in addi-
tion to solution of other problems.

An experimental memory composed of thin film elements is in opera-
tion as part of the TX-2 computer at the Lincoln Laboratory of MIT.
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Each element is a circular deposit of Permalloy (82% nickel, 18% iron)
film, 1.6 mm in diameter and 750 A thick. There is a 2.5 mm separation
between centers of these elements which are on a flat glass substrate 0.1
mm thick. While successful operation has been demonstrated with a read-
write cycle time of only 0.4 usec, the experimental unit is operated with
an 0.8 psec cycle which is consistent with the speed of the arithmetic
unit. The writing current required is about 150 ma. and the output signal
is about 1 mv.

The magnetic film array offers a switching time about ten times faster
than ferrite cores (although a good part of this gain is offset by delays in
the additional amplifier circuits required for its low level output signals),
simple fabrication of large arrays, greater economy resulting from lower
power dissipation and simpler fabrication, and operation over a wider
range of temperatures than ferrite cores. An evaluation of these advantages
in the light of problems such as production of uniform elements, reliability,
and cost awaits further development.

5.3.7. Superconductive Element Storage

In Section 4.6, there is a description of a superconductive circuit
element, the cryotron, which may be either wire wound or vacuum de-
posited. However, as stated in Section 4.6, thin film devices are required
for greater speed and ease of fabrication. A coincident current circuit
can be formed by having two or more control conductors on an element
so oriented that the net magnetic field that acts on the gate is due to the
sum of the currents on the drive lines. A storage array can then be
formed by placing cryotron flip-flops at the intersection of row and column
drive lines. Principally because of fabrication difficulties, the use of this
type of memory has been restricted thus far.

Subsequent to the introduction of the cryotron, the use of a persistent
current in a superconducting ring was suggested as a memory device.
Such currents can be maintained for years, and the two possible directions
of current offer the two stable states of a binary storage element. A per-
sistent supercurrent element reported by IBM is based on the principle
of trapping flux in a superconducting film. In an experimental form, a
thin superconducting film formed by vacuum deposition, serves as a flux
barrier between drive windings on one side and a sense winding on the
other when the applied drive current is below a critical value. Below this
value, it is presumed that the flux lines are forced along the film surface,
inducing circulating currents. Above the critical value, the film is forced
into a normal conductive state, permitting flux lines to penetrate and link
a part of the film. The induced currents that opposed the ficld now decay,
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and after removal of the drive current the flux is apparently trapped in
imperfections in the film.

A form of persistent current device which has been brought to an
advanced state of development by IBM is shown in Fig. 5.21(a). In this
form, two circulating rings of current are formed by means of the hole
and crossbar, as shown in Fig. 5.21(b). A principal advantage of this
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Fic. 5.21. Persistent-supercurrent thin film storage cell: (a) physical form,
{b) path of circulating currents

construction is that the magnetic field of the persistent current is greatly
localized. Also, it provides the features of the experimental cell while
enabling better control over fabrication and the important parameters.
The hole (about 3mm diameter) which need not be round, serves the
function of the imperfections in the experimental cell. The over-all con-
figuration is designed to trap flux in a doughnut pattern. A “hard”
superconducting film (i.e., one having a high critical field) of lead sup-
ports and is in electrical contact with a thin crossbar of “soft” (i.e., low
critical field) superconductive film. The crossbar (800 A thick by
0.125 mm wide) is relatively “soft” because it is thinner than the sheet.
The drive and sense lines, which are also strips of deposited lead, are
placed parallel to the crossbar, the drive line above and the sense line
below the sheet. Lines of force produced by current in the drive line are
tightly coupled to the crossbar. The separation of the drive and sense
lines by the superconducting film eliminates the delta noise problem of
core memories (produced by the difference between half-select voltages),
provided the crossbar is not driven to normal conduction, and the drive
line, crossbar, and sense line are accurately aligned. The rise time, which
is determined by the rate of transition from the superconducting to normal
state and the fall time, determined by the L/R ratio of the cell, have an
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upper limit of about 10 nanosec. The drive current is less than 150 ma.
Selection can be by coincident current or other techniques. An array of
memory elements including X, Y, and Z drive lines and sense line can be
constructed as a unit from multiple layers of evaporated materials.

The advantages offered by this type of cell are: a sharp switching
threshold, a high switching speed, high signal-to-noise ratios since the
switching time of the cells is much less than the rise time of the drivers,
low drive requirements, isolation of drive and sense circuits, and non-
destructive read-out. However, a number of problems remain to be
solved: (1) Additional data is necessary on the physical properties of
thin films and the mechanism by which they are formed. Mulitilayer
fabrication techniques must be developed to provide adequate control
of the important parameters. (2) In the area of improving storage density,
it is likely that the hole diameter can be reduced to 1mm (allowing about
100 cells/in.?) and that about 20 layers of cells can be provided per inch—
thus allowing from 10° to 107 bits/ft.3. However, the problems of assem-
bling so great a number of elements in a small volume are considerable.
(3) There are the problems of operation in a liquid helium environment.
Helium is evaporated as a result of the energy dissipated in switching the
cells and also as a result of heat conduction along the wires from the
cryostat to other parts of the computer. Actually a great number of switch-
ing operations and a large number of leads can be tolerated with a moderate
consumption of helium; the switching of 10'° cells/sec. and the conduction
of heat along 10,000 3-ft. leads each dissipates 1 watt for a total evapora-
tion of 4 litres of helium per hour.

A continuous plane type of superconductive film memory (Burns et al
[1961] is relatively easy to fabricate because no holes are required in
the superconducting plane and its shielding action allows X, Y selection
schemes without delta noise. Because memory cells, switching elements and
connections can all be produced simultaneously by batch fabrication, very
high capacity (10 to 100 million bits) memories with cycle times in the
region of 5 psec may be economically producible.

5.4. Tunnel-Diode Storage

The tunnel diode (see Section 4.7 also) is a unique device in that it
exhibits a negative resistance characteristic in the gigacycle area. Two
unconditionally stable states, 4 and B, established on a load line by a
voltage source V5 and a series resistor R are shown in Fig. 5.22 (a).
Switching between these stable states can be effected by a single pulse or
coincident pulses of proper polarity and amplitude. For example, switching
from state 4 to B can be effected by a total increment of current Al.

If the equilibrium state of a tunnel diode in the circuit of Fig. 5.22 (a)
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is sensed by applying a large voltage or current pulse, the readout process
will be destructive since the initial state is inferred from whether a switch-
ing action occurs. In Fig. 5.22 (b), a nonlinear backward diode (whose
characteristic curve is the dashed line in Fig. 5.22 (a)) is used to allow
nondestructive readout. Fig. 5.22 (c) illustrates a word organized array of
such circuits. To read, a negative pulse is applied to the word line only, while
the digit lines are held near a zero reference potential. If a tunnel diode is
at A, the back bias across diode D is overcome (although current through
the tunnel diode is not adequate to switch it) and a negative pulse appears
at point d. If a tunnel diode is initially at B, there is no output at d. (Use of
backward diodes to couple tunnel diodes to sense amplifiers also reduces
attenuation of the readout signal.) Writing can be done by coincident word
and digit pulses. 1

While magnetic memories may be extended to cycle times of 1 usec to
100 nanosec, cycle times of 100 to 10 nanosec are obtainable from a tunnel
diode memory. There are certain limitations, however. It is inherently
volatile, requiring dc holding power. The drivers must supply large power
for short periods, although the drive power per bit (about 2 mw) is small
and the drive circuits simple compared to requirements of other storage
devices operating at these high rates. Present estimates are that considera-
tions of power consumption, drive circuitry, reliability and cost will limit
the useful capacities of tunnel diode memories to about 4000 to 100,000
bits.
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FiG. 5.22. (a) Tunnel-diode characteristic curve, (b) three-element memory
cell, (c) linear array of three-element cells.

5.5. Cathode-Ray Tube Storage

There are a number of storage systems in which binary data is stored
in the form of the presence or absence of a specified amount of electrical
charge on the face of a conventional type of cathode-ray tube. A 5-inch
cathode-ray tube, the size normally used, accommodates a 32 X 32 array
of spots. These tubes provided an interim solution to the high speed internal
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storage problem, providing an access time of 12 to 25 psec. However,
they are no longer being incorporated into new systems, having been
completely displaced by magnetic core storage systems.

In all cathode-ray tube storage systems, two principles were commonly
used to retain the stored data for any desired time interval, namely:
(1) direct use of the secondary emission characteristics of the dielectric
storage surface, (2) regeneration of each bit after read-out. The Williams
storage system, also known as the interfering periphery or surface re-
distribution system, is the form of cathode-ray tube storage most widely
used and is described next.

The Williams system utilizes a commercial type cathode-ray tube,
together with a metallic collector screen or plate placed over the outside
face of the tube, as indicated schematically in Fig. 5.23. If the inner screen
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Fi6. 5.23. Simplified schematic of cathode-ray storage tube

is bombarded by an electron beam, secondary electrons will be emitted.
The variation of the secondary emission coefficient, y, (for a P, type of
phosphor screen) as a function of the potential of the surface is shown
in Fig. 5.24. There is a drop in y at point b because of the increased

2000V  Surface potential

Fi. 5.24. Variation of secondary emission coefficient, y, of a P,
type of phosphor surface

ability of the surface at higher potentials to recapture electrons liberated
from the surface by the incident beam. If the accelerating potential is
sufficient to produce a ratio greater than 1, a potential well will be formed
at some point on the screen, as indicated in Fig. 5.25. The slight negative
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potential mounds are caused by some of the secondary electrons landing
in the vicinity, and are useful in serving as barriers which reduce inter-
action between wells. The size of the well is approximately proportional
to the diameter of the beam. If the beam is removed after producing a
well, the potential distribution will remain for some time. If a metal
screen is placed near the target, a small signal will be detected at the
time this well is formed. This is essentially capacitive pick-up, the
target and outer screen acting as plates of a capacitor and the screen repro-
ducing the potential variations of the target.

For binary storage, two different patterns must be stored, one of
which is used as a reading pattern. If the reading pattern is different from
the stored pattern, the stored pattern will be lost and changed to the
reading pattern. This change produces a total change of charge on the
tube face, which is detected by the capacitive action of the external
screen. Three of the several storage pattern systems based on this mode
of operation are described next.

(1) The interrupted double spot system operates as follows: If,

after a well is dug, the electron beam is cut off and displaced
slightly, the distribution of Fig. 5.26(a) results. Since the second
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F16. 5.26. Potential wells formed for storage of a 1 in (a) interrupted
double spot, and (b) dot-dash storage schemes

well is formed in the vicinity of the first, secondary electrons
emitted from the second well will tend to fill up the first well.
This forms the basis for a binary storage system. The first well
is formed for each entry. If a 1 is to be stored, a second well



242 5. LARGE CAPACITY STORAGE SYSTEMS

is formed; if a O is to be stored, a second well is not formed.
Read-out is accomplished as follows: The first well position
is interrogated by the beam. If a second well had been formed,
(ie., a 1 stored), it would have caused filling of the first, and
the interrogating beam would remove this fill, thereby producing
an output signal. If a 0 had been stored, the interrogating beam
would produce no filling and, therefore, no output signal.

(2) The dot-dash system is similar except for the fact that the beam
is not interrupted during movement. When the beam is slightly
displaced, the secondary electrons emitted from the new position
partially cancel the positive charge of the first spot, as shown
in Fig. 5.26(b). When the interrogating beam is directed to the
first position, a large negative charging signal, or a smaller one,
will be detected at the external plate, depending on whether a 0
or 1, respectively, is stored.

(3) The focus—defocus system differs from the interrupted double
spot system in that the beam is left stationary and defocused
after the original well is formed if a 1 is to be stored. The
enlargement of the beam caused by defocusing causes electrons
to be scattered over a wide area, filling the original deep well.

Because of the destructive nature of the read process, means must
be provided to restore the contents of a storage cell after it is read, and
this restoring operation is made a part of the storage cycle. Also, because
of the volatility of the stored data (due to charge leakage), circuits are
provided that scan and regenerate the contents of the raster, row by row.
This regeneration is accomplished during specified cycles set aside for
this purpose.

Specially constructed tubes are usually used for two important reasons.
First, the beam diameter intercepting all storage positions must be very
small or else there will be too much interaction between adjacent cells.
Secondly, in tubes not specifically designed for computer applications,
blemishes on the target surface may result in the presence of areas with
relatively poor secondary emission characteristics.

An important parameter of cathode-ray tube storage systems is the
“read-around” ratio. It is the number of times that a given cell can be
interrogated in succession without destroying the contents of an adjacent
cell. It determines the frequency at which the contents of all cells must
be regenerated. A high “read-around” ratio is desirable to reduce the
ratio of time spent in regenerating to the time spent in computing. How-
ever, improvement in the “read-around” ratio is obtained at the cost of
reducing the storage capacity of a given tube.

A number of special forms of cathode-ray tubes were also developed
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for use in digital computer storage systems: the barrier grid storage tube,
the holding gun tube, and the selectron. None of these ever came into
widespread use, however, for two principal reasons: a relatively high
cost of manufacture and the introduction of magnetic core storage systems,
which supplanted all types of cathode-ray tube storage systems. Therefore,
they are not described here, but are referred to in the bibliography of
this chapter.

5.6. Dynamic Delay Line Storage

In Section 5.2, Dynamic Magnetic Storage, it was shown how a re-
circulating delay line could be formed by directing information from the
output of a read head to the input of a record head placed along the
same track. In such a delay line each bit is recorded in a particular area
of the medium and the medium itself is moved. In the delay lines to be
described in this section, the pulses to be stored are propagated from a
transmitter to a receiver via a stationary medium. Since it takes time to
propagate the energy, the pulses in transit between the source and
receiver can be considered to be stored in the medium. Delay line stores
have been built in which the propagation of energy may be by means of
electrical, acoustic, electromagnetic, piezoelectric, or magnetrostrictive
phenomena. By repetitively reintroducing the signals into the delay
medium, in synchronism with a time reference pulse, the temporal lo-
cation of a particular item of information can always be specified, as-
suming the delay is held constant. Because any delay medium has limited
bandwidth characteristics, causing distortion of the propagated pulses,
circuitry must be provided to reshape the pulses and preserve the proper
time relationships. The pulses are amplified, gated, and reintroduced into
the delay media by means of these circuits.

The operation of a delay line as a dynamic information storing device
is as follows: A temporal serial binary information pattern (pulse-
no pulse) is fed into one end of a path consisting principally of the delay
element. As a result, the temporal serial also becomes a spatial serial
pattern (if one could inspect the entire contents of the line at any given
time, and if the line had a capacity of n bits, one would see the last n
bits that had been inserted into the line). Recirculation of information
patterns is provided by closing the loop, from the end of the delay line
back to the beginning, by means of the transducers, amplifiers, and
gating circuits.

An important criterion of delay lines for use as a large capacity
store is the amount of delay provided by a unit length of path. The rate
of propagation in the delay medium should be sufficiently slow to allow
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a large number of pulses of the input information to be stored in a
physically practical length of line. The memory capacity of such lines is
proportional to the length of line and the repetition rate of the applied
signals. Some disadvantages of the electric, acoustic and magnetostrictive
delay line stores are an access time that increases with the length of a
line, and duplication of circuits required when information is stored in
several lines to obtain a certain combination of capacity and access time.

5.6.1. ELEcTRICAL DELAY LINES

An electrical transmission line formed from either lumped or distribu-
ted elements of inductance and capacitance may be used as a delay line.
The number of bits that can be stored in the line depends not only on the
magnitude of the delay and the repetition rate of the applied pulses, but
also on the rise time characteristic of the line. This is because an amount
of delay at least equal to the sum of the rise and fall times of a pulse
is required for each pulse to be stored, and the rise time characteristic of
any type of line is proportional to its length. Therefore, increasing (de-
creasing) the length of the line proportionately increases (decreases) the
amount of delay so that the number of pulses that can be stored remains
essentially constant. The maximum number of pulses that can be stored
in available lumped and distributed constant lines is about 30 and 15,
respectively. The length of line chosen would be determined by the wave-
form of the pulses to be stored. Because the rate of propagation along an
electrical transmission line is high, a considerable length of line is re-
quired to obtain milliseconds of delay. Therefore, electrical lines are not
practical except for short delays, e.g., less than 50 usec. These are suitable
as one-word registers in dynamic serial-type computers operating at mega-
cycle repetition rates, but are inefficient for a memory of large capacity.

Electrical delay lines greatly attenuate the input signal but introduce
only negligible losses at the input or output. Conversely, acoustic delay
lines, which are described next, produce little attenuation in the medium,
but a large amount of attenuation is introduced in the coupling between
the line and the input and output transducers.

5.6.2. AcousTic DELAY LINES

The relatively slow velocity of propagation of an acoustic wave com-
pared to an electric wave permits a greater delay to be obtained from
a physically short line. Radiofrequency signals are transformed by an
appropriate transducer into an acoustic signal. The acoustic wave is then
propagated through an appropriate medium until it reaches a receiving
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transducer which converts the acoustic signal back to an electrical one.
In an acoustic delay line storage system the delay medium of Fig. 5.27

4. o B

Transducer Transducer
Driver Q Qa2 Wide band
amplifier
Pulse
reshaper[*— Clock pulses Write O

Gate 3

Write | Read out
Fic. 5.27. Block diagram of an acoustic delay line store

would be an acoustic transmission line terminated at each end by a
piezoelectric crystal. An electrical signal at 4 causes vibration of the
crystal Q;, and this disturbance is propagated down the acoustic line
setting the crystal Q, into vibration, thereby generating an electrical signal
at point B. Pulses received at Q. have to be reshaped because attenuation
and dispersion, caused by transmission through the line, broadens and
otherwise distorts the original pulse applied at Q. Regeneration is ac-
complished by using the amplified distorted signal to gate a clock pulse
which is then recirculated instead of the distorted signal. New data is
introduced into the line as follows: If a 1 is to be recorded, it is sent
directly to the input of gate 2; if there is already a 1 recorded in this
position (i.e., a signal is arriving from the amplifier via gate 1), the
operation is merely redundant. If a O is to be recorded, gate 1 is inhibited.
Information can be read out at any time by application of a read-out
gating signal to gate 3.

Important parameters of an acoustic medium are: velocity of propa-
gation, acoustic impedance, temperature coefficient of velocity, attenua-
tion/unit length, signal frequency for which attenuation is a minimum,
bandwidth characteristics, and phase distortion. Quartz, even though not
the most efficient electric-acoustic transducer, is used because its acoustic
impedance comes closest to matching the available media, and it has a
small value of capacitance, thereby reducing the driving power required.
For a quartz transducer, the most desirable acoustic media are (in order):
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(1) zero temperature coefficient glass, (2) impurity-free fused quartz,
(3) homogeneous magnesium alloys, (4) impurity-free mercury.

5.6.2.1. The Mercury Delay Line

One of the most widely used acoustic delay lines in the very early
years of digital computer development consisted of a mercury transmission
medium and quartz crystal transducers. For example, the BINAC had a
tank of 18 separate delay lines, each storing 32 words of 36 bits, and
the first UNIVAC had 100 delay lines, each storing 10 words of 91 bits.
Mercury has a relatively low velocity of propagation, a good acoustic
impedance match to quartz and freedom from unwanted modes of sound
transmission found in solid media.

Mercury delay lines may be of two general types. In the single path
type, the acoustic signal traverses the medium once, from transmitting
crystal to receiving crystal. In the multiple reflection type the signal is
reflected back and forth through the medium before reaching the receiving
crystal, thereby effectively lengthening the delay path. A disadvantage of
the latter system is that it requires critically machined parts.

The factors that limit the length of delay line used are: (1) The
over-all attenuation and wave front dispersion that can be tolerated before
the signal to noise (including reflections) ratio falls below a usable level
(usually 10). (2) The access time required in the computer. The majority
of delay lines have a delay of about 350 psec. The limitation on the pulse
repetition rate that may be used is not the acoustic line, but the electronic
circuitry. Most computers using mercury delay line stores operate in the
range of 1-4 mc.

There are many problems associated with a mercury delay line:
(1) Unless the mercury is free from all contamination, a mismatch
results at the crystal surface causing serious reflections. Long time stability
is also a problem since mercury is an almost universal solvent. Best results
are obtained from triple distilled mercury, and containers of borosilicate
glass or stainless steel. (2) The quartz transducers must make extremely
good contact with the mercury. The voltage output of the line is pro-
portional to the deformation of the crystals, and air bubbles or contamina-
tion on the crystal surfaces would damp this vibration, resulting in a
very large over-all loss of energy. The normal attenuation at each trans-
ducer is about 25 db. This accounts for most of the loss in the line, the
attenuation through the mercury being only a few decibels per foot.
(3) The mercury tank requires temperature control, since the velocity of
propagation of an acoustic wave is directly proportional to the density of
the medium which, in turn, is a function of temperature. These tempera-



5.6. DYNAMIC DELAY LINE STORAGE 247

ture regulating systems are fairly complex, consume a good deal of
electronic circuitry and space, and add appreciably to the expense of a
system. There are also problems associated with reflections in the lines,
and with the external adjustments required to produce the desired total
delay. A mercury delay line is thermally unstable and susceptible to
mechanical shock, leakage, and contamination.

Mercury provides the following advantages compared to solid trans-
mission media: (1) It is a stable liquid which can be matched to trans-
ducers such as quartz crystals. Solids generally present problems in
coupling to suitable transducers. (2) It supports only longitudinal-com-
pression and surface waves, the latter being suppressed when the liquid is
enclosed in a tank. Solids generally support shear waves. (3) Careful
distillation provides uniform characteristics. There are no localized strains
to cause spurious patterns.

5.6.2.2. The Fused Quartz Delay Line

A delay line can be constructed using a rod of fused quartz as the
delay medium, and quartz crystals as the transmitting and receiving trans-
ducers. Though both shear and compressional waves can be transmitted
through the medium, the shear mode is preferable because its rate of
propagation is less, thereby yielding a longer time delay for a given length
of material. However, even in the shear mode, the velocity of propagation
through fused quartz is almost three times as great as in mercury, and
rods long enough for large delays are impractical. However, a long delay
can be obtained in a practical form by use of a shape which causes the
transmitted wave to be internally reflected several times before it reaches
the receiving transducer. The multiple reflection line consists of a flat plate
whose sides form a polygon. A typical plate might be formed from a
fused quartz blank about 8 in. in diameter and 1/2 in. thick. The lengths
and angles of the sides of the polygon are chosen to provide the desired
multiple reflection path from the input transducer, which is bonded to one
side, to the output transducer bonded to another side. A delay of about
1000 psec can be obtained from an 8-in. diameter blank. The production
of the multiple reflection line is a precision process that includes machining,
grinding, and polishing of the facets. The blank must be of high purity
to eliminate spurious reflections from air bubbles and foreign particles.
The input and output transducers may be either ac or Y cut quartz crystals.

The fused quartz line is superior to the mercury line in that it has a
higher signal to noise ratio, a temperature coefficient of velocity only about
one third that of mercury, a better impedance match to quartz crystal
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transducers, and better mechanical stability. On the other hand, it is
difficult to produce high purity blanks, and the reflecting surfaces in
multiple reflection lines require high precision machining.

Fused quartz has the lowest attenuation figure of solid materials
suitable at high frequencies. In the shear mode of transmission the atten-
uation is about .08 db/ft per megacycle and in the longitudinal mode it is
.05 db/ft per megacycle. This compares to about 1.8 db/ft at 15 mega-
cycles for mercury in a .3 cm inner diameter tube (based on the expression
for attenuation in a tube of mercury; .054 f/d*, where f is the frequency
in megacycles and d the inner diameter of the tube in inches). The shear
mode of transmission is the one principally used in quartz delay lines
because it is not subject to mode conversion upon reflection (which can
cause spurious pulses) and beam spreading is less, yielding an improved
signal-to-noise ratio. The velocity at 20°C for fused quartz is about 150
inches/msec in the shear mode (233 in the longitudinal mode) compared
to 57 inches/msec for mercury.

5.6.3 MAGNETOSTRICTIVE DELAY LINES

The magnetostrictive delay line is based upon the magnetostrictive
effect exhibited by certain materials. When a magnetizing force is applied
to such a material, it exhibits a change in length. The reverse effect also
occurs, i.e., a stress applied to such a material produces a change in its
magnetic state. (Specifically, when tension is applied to a wire, the ferro-
magnetic domains align themselves in a direction away from the wire
axis.) This change may be detected by the change in magnetization that
occurs when a magnetic field is applied. The delay is obtained from
the time required to propagate the stress wave disturbance along a length
of wire, rod, or similar configuration of a material possessing magneto-
strictive properties and having a high remanence. The amount of delay
depends on the length and physical properties of the material.
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Fic. 5.28. Schematic of a magnetostrictive delay line

* Blackburn, J. F. (ed.) [1949] M.L.T. Radiation Lab. Series, Vol. 17, McGraw-Hill,
New York. (Also, see Huntington et al. [1948].)



5.6. DYNAMIC DELAY LINE STORAGE 249

A schematic of a magnetostrictive delay line is shown in Fig. 5.28.
When a pulse of current is applied to the transmitting coil, a contraction
of the wire immediately inside the coil takes place. This causes a stress
wave to be propagated along the line in both directions. To reduce re-
flections at both ends, damping pads of a suitable material, such as synthe-
tic rubber, are clamped about the wire at both ends. Also, the parts of the
line between each coil and the nearest end are annealed to provide added
attenuation. At the vicinity of the receiving coil, R, there is a remanent
magnetic dipole as the result of a polarizing field induced by a permanent
magnet. The arrival of the stress wave at the region of R changes the
permeability of the wire, momentarily disturbing the induced dipoles and
the field cutting R. Thus, after a given delay, a voltage pulse is induced
in the receiving coil as the result of a current pulse being applied to the
transmitting coil.

The input current step produces a pulse in the output coil at the
times of its leading and trailing edges, as shown in Fig. 5.29(a). The

"
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F16. 5.29. Resolution of output voltage pulses as a function of width of the
input waveform in a magnetostrictive delay line

time interval, 7, between the positive and negative peaks of this pulse is
determined by the geometry of the coil. To obtain a symmetrical voltage
output pulse and a maximum packing of bits, the width of the input cur-
rent pulse is made equal to z. The length of the transducer coils must be
accurately determined to match the input pulse. If low levels of current
and voltage are to be employed, the efficiency of the transducers should
be high. It can be improved by the use of ferrite core materials to direct
all flux into the wire and to sharply define the edges of the field.

The stress wave may be transmitted either in a longitudinal or torsional
mode. On lines of appreciable length (say, greater than one foot) the
wire is coiled to provide convenient packaging. For coiled lines of ap-
preciable length, transmission in the torsional mode offers the advantages
of a substantially reduced velocity of propagation and reduced dispersion.
A mode conversion can be made near the entry and end-points of the
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line, and the line between need.not be of a magnetostrictive material. By
the use of other materials, such as copper or phosphor bronze, in which
the velocity of -propagation is less than in nickel, the length of line for a
given delay may be reduced. When nonferromagnetic materials are used
either for a better velocity of propagation, temperature coefficient of
velocity, etc., magnetic end pieces must be provided. This can be done
either by brazing short pieces of nickel to the ends of the line, or by nickel
plating a short length of the wire at each end. Taps may be provided as
required on lines using the longitudinal mode with negligible attenuation.
At present, lines using the torsional mode can be tapped only in the
short longitudinal mode section at each end.

Figure 5.30 shows a block diagram of the circuitry used to regenerate

from receiving coil

Current :
amplifier Synchromzer]-—l Squorer]

to transmitting coil

TClock
Input  Output

Fi1G. 5.30. Regenerative loop for a magnetostrictive delay line

and retime the output pulses each time they circulate through the delay
line. The squaring circuit produces an output of fixed amplitude inde-
pendent, within limits, of the input amplitude, and also biases off spurious-
signals due to unavoidable reflections from the terminations of the delay
line. The synchronizer causes the recirculating pulses to be kept in
synchronism with a master clock. The delay of the line is adjusted so
that data pulses arrive back midway between two adjacent clock pulses.
This provides a safety margin of half a bit period in either direction
to allow for variation of delay with temperature, and also for variation
of clock frequency. The current amplifier converts the synchronized
voltage pulses into the current pulses required at the input coil.

Read-out coils may be placed at appropriate positions along the line.
For computer storage, a number of delay lines can be assembled to pro-
vide either serial or parallel operation. For serial operation, all the bits of
a word would be stored on a single delay line. For parallel operation,
each bit of a word would be stored at corresponding time positions on
different lines.

Some typical parameters of a magnetostrictive delay line are minimum
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bit rates of 100 k¢ and maximum bit rates of 500 kc to 1 mc. The L40
delay line package of Ferranti Electric, Inc. provides a maximum delay
of about 5000 usec which, at a bit rate of 500 kc will store about 2500 bits.

5.7. Diode-Capacitor Storage

A 10,000 bit diode-capacitor memory built at the National Bureau
of Standards for its SEAC computer stores binary information as the
charge on a capacitor. The state of each element is defined by the sign
of its charge. This system has a relatively high random access rate com-
pared to acoustic delay line and cathode-ray tube stores. The basic cir-
cuit for a storage element of the array is shown in the dashed enclosure
of Fig. 5.31(a). The points Oy, O, . . . O, are used for both reading and
recording. The two diodes associated with each storage capacitor act as
a squeezer, connecting the capacitor to the read or record circuit when
one of these operations is called for. During holding, i.e., between read
and record operations, the two diodes are each back-biased so that only
minute currents can flow into or out of the capacitor.

The contents of a particular word, i, are read as follows: Points, a;,
b, are forced to ground potential. As a result, one diode in each of the
n pairs within a word conducts, producing voltages across the associated
resistors. If the initial charge on a capacitor produced a drop of — 2 volts
across it, when the squeeze is applied a pulse of —2 volts amplitude
appears at the corresponding output point, decaying with a time constant
RC. If the capacitor had been charged to + 2 volts, a pulse of + 2 volts
would appear at the output. The positive and negative pulses are inter-
preted as the values 1 and O, respectively. Regeneration is required after
a read-out operation, because the capacitor is partially discharged.

To record in a particular word, each point O,, O, . . . O, is forced
to the desired voltage, either + 2 or — 2 volts, while the diodes are being
squeezed, i.e., while the diode bus lines are at zero potential. When the
diodes are returned to their normal voltages, +4 and —4 volts, each presents
a high impedance. Therefore, the charge on the capacitor cannot readily
leak off, and will be unaffected by later changes at the corresponding out-
put point, provided the absolute magnitude of the voltage at the output
point does not exceed 2 volts.

A gating amplifier is needed at each output point to sense the polarity
there during read-out, and to force O, to the desired polarity during a
recording operation. As shown in Fig. 5.31(a), a single gating amplifier
serves the same bit on each of many words. A particular word is selected
by squeezing the proper pair of buses to zero voltage, while holding all
the other pairs at their normal value of + 4 and — 4 volts. Each bit of a
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Fic. 5.31. Diode capacitor storage array, (a), and transformer AND
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word is accessible simultaneously at the gating amplifiers. A write operation
in a particular word does not disturb the others since all diodes in all
other words remain backward biased.

A selection matrix suitable for use with the diode-capacitor store is
shown in Fig. 5.31(b). Its advantage here over a diode matrix is that it
does not draw a large amount of standby power. However, it does require
more input drivers than does a diode matrix. Normally the X and Y
buses are held at —10 and +10 volts, respectively. This puts a backward
bias on each diode so effectively no current flows through any transformer
primary. If either one X bus is raised to +10 volts, or one Y bus is lowered
to —10 volts, there would still be no current flow. However, if each of
these operations is initiated simultaneously, one transformer at the inter-
section of the two buses will conduct. As a result, the transformer secon-
daries will apply a squeeze to the buses in the selected word.

The finite forward conductance of the diodes reduces the amplitude
of the output pulse, and increases the time to charge the capacitor ade-
quately during recording. However, the effect of finite diode back resis-
tance is critical. During the holding operation, relatively long times will
elapse, and even minute currents through the diodes could result in no
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charge being left on a capacitor, or even a reversal in the sign of the
charge. Thus the diode back resistance determines the maximum per-
missible time interval for a holding operation. To maintain the stored
information, regeneration must be provided at periods less than this
interval. This regeneration cycle is controlled by the memory control
circuits which cause the contents of each cell to be read and re-recorded.

Though the cycle time of the NBS memory using junction diodes is
10 psec, Kaufman [1959] describes a memory used to assess the difficuity
of reducing cycle time for a 1000 bit plane to 10 nanosec, by using ex:
tremely fast diodes.

5.8. Ferroelectric Storage

Ferroelectrics are crystalline materials which have a permanent elec-
tric dipole moment, and in which the plot of polarization produced by
varying the intensity of an applied electric field, exhibits a hysteresis
loop similar to that of a ferromagnetic material. This hysteresis occurs
because the dipole moment is reversible. Corresponding to the saturation
and remanence of magnetic induction or flux density in a ferromagnetic
material is the saturation and remanence of electric charge in a ferro-
electric material. The use of the term ferroelectric does not imply that
such materials contain any iron, but only that they are analogous, in the
way described, to ferromagnetic materials. Among the ferroelectric ma-
terials are barium titanate, triglycine sulphate, potassium dihydrogen
phosphate, and Rochelle salt. Single crystals of a ferroelectric show a
particularly square hysteresis loop, as indicated in Fig. 5.32(a) which
shows the shape of the hysteresis loop for barium titanate using a 50 ~
voltage. Barium titanate has been investigated most extensively because of
its relatively short switching time (about 1 usec), high saturation polariza-
tion and high Curie temperature of 120°C which allows operation over a
wide practical temperature range.

The construction of a ferroelectric memory cell, shown schematically
in Fig. 5.32(b) is similar to that of a capacitor. However, as indicated
in Fig. 5.32(a), the ferroelectric material exhibits an almost square hyster-
esis characteristic instead of the linear relationship between voltage and
charge that exists over the operating range of a capacitor. If a positive
field intensity greater than E, is applied, and then reduced to zero, a
charge +P, remains. Similarly, if a negative field intensity greater than
—E, is applied and then reduced to zero, a charge —P, remains. The
applied electric field intensity is equal to the applied voltage, v, divided
by the crystal thickness. The dynamic capacitance, C;, of the ferroelectric
storage element is equal to the ratio of change in polarization per unit
volume to the change in the applied field. The capacitance can be shown
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to be equal to the area of the ferroelectric crystal used times dP/dV.

The storage element may be considered as a device with two stable
states, corresponding to +P, and —P,. If it is in state +P, and a positive
pulse of voltage is applied, the peak output voltage will be small since
the change in polarization from +P, to point ¢ is small. A typical read-out
circuit is shown in Fig. 5.32(c). Its output capacitance is chosen so that
it has a relatively high capacitance compared to C;, so a low output voltage
can also be explained by the fact that the capacitance, C;, of the storage
element is low between +P, and point c. If the storage element is in state
—P, and a positive pulse is applied, the output voltage will be much
higher since the change in polarization from state —P, to c¢ is large; also
the capacitance of the storage element between —P, and point ¢ is much
larger than the capacitance of the output capacitor. A 1 is stored by
the application of a negative pulse at the input terminal. Read-out is
obtained by means of a positive voltage pulse. If the cell contains a 1,
i.e., is at state, — P,, a large charging current passes through R producing
a large output signal as shown. If the cell contains a O, ie., is at state
+ P,, application of the read-out pulse produces a small charging current
through R and a negligible output signal. The rectifier prevents storage
pulses from appearing at the output. ’

Because several independent sets of electrodes can be placed on the
same crystal and satisfactory operation obtained without appreciable cross-
talk between adjacent cells, a ferroelectric storage array can be constructed
as shown in Fig. 5.33. On the two surfaces of a ferroelectric crystal, e.g.,
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barium titanate, conducting bars are vacuum deposited, the conductors on
opposite sides running perpendicular to one another as shown. The con-
ductor widths and spacings may range from 0.2 mm to 0.1 mm, and the
crystal thickness is in the same range. A particular cell is selected by
energizing the appropriate X and Y conductors. Switching can be accom-
plished with pulses of 10 volts amplitude and a few microseconds dura-
tion. Signal-to-noise ratios of about 10 to 1 can be obtained. A selection
matrix for use with the memory can also be constructed from ferro-
electric elements. A serious problem is that the writing of information into
one part of the store causes partial voltages to be impressed upon un-
selected elements in the store. Even if the polarization of the unselected
sections is only partially reversed by these voltages, the effect of many
write operations is cumulative and may completely reverse unselected cells.
One way of overcoming the lack of a definite coercive field is to use a
diode at each cell to provide a bias which can only be overcome by simul-
taneous application of X and Y select voltages. However, this is an
uneconomic procedure. Another system suggested is to deposit on one
side of the crystal, before deposition of the electrodes, a semiconducting
layer. This provides a nonlinear element at each cell in an economic way.
At high field strengths (about 5 kv/cm) required for short switching
times, if an applied pulse does not cause switching, another pulse can
be applied subsequently (as much as 10 min. later) to complete the
switching. Also, there is no threshold field strength below which no
switching occurs, so whatever field strength is applied, reversal will occur
provided there is sufficient time for it. The variation of coercive field with
speed of switching in single crystal barium titanate is evidenced by the
fact that for a 50 cycle/sec hysteresis loop, the coercive field is about
twice that for a 1 cycle/sec loop. The coercive field, as a function of fre-
quency, increases up to the point where heating effects cause a decrease.
This indicates the maximum frequency at which the crystal can be oper-
ated. For a practical cell volume (0.1 mm? by 0.1 mm thick) operation is
attainable to about 100 kc before heating effects become noticeable.
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The principal advantages of the ferroelectric memory are: (1) it is
voltage operated requiring current only of the order of a few milliamps,
and small power consumption; (2) it provides a good density of storage,
a practical 20 X 20 array being obtainable from a crystal surface 1 in.2
and 0.004 in. thick with 0.004 in. conductor widths (100,000 bits/in.2
not counting volume for wiring, connections, etc.)

The major difficulties in the utilization of ferroelectric storage elements
are the following: (1) With present techniques, it is difficult to grow
large single crystals of good quality. This limits the amount of storage
on a single crystal surface to about a 32 X 32 array. (2) Operation above
a critical frequency causes a decrease in the coercive field as a result of
heating effects, and may result in permanent damage to the ferroelectric
properties. This limits the access time to about 10 usec. The useful com-
puting speed is limited further by the need for regeneration to prevent
switching by the cumulative effect of successive partial disturb pulses.

Possibilities remain to be explored towards developing a material
with a well defined coercive field. For example, impurities may be intro-
duced into the crystal lattice in such a way that a permanently polarized
surface layer is produced. In this case, the switching energy would be
determined not by the energy to produce new domain walls, but to move
existing ones. There is also the possibility that switching could be pro-
duced with lower energy by coherent rotation of the polarization if suffi-
ciently small single domain particles were used. Another possible develop-
ment is the use of thin evaporated films of ferroelectric material. Barium
titanate has already been produced in this form.
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6. Arithmetic Operations

In Section 6.1 a number of the schemes which have been devised to
perform certain elementary operations in a digital computer are described,
namely, counting, generation of pulse patterns, addition, subtraction,
multiplication, and division.

Section 6.2 describes certain basic procedures of numerical analysis,
which can be used either directly as the basis for mechanization or in-
directly as the basis for constructing programs by means of which op-
erations for the extraction of roots and the generation of trigonometric
functions may be performed.

Techniques for scaling a problem, ie., taking measures to assure
that the values of all variables generated in the course of computing will
be within the bounds of the machine’s capacity are described in Section
6.3.

Section 6.4 describes certain schemes that have been devised for
converting numbers from binary to decimal notation and vice versa.
These schemes are used principally to allow information in decimal form
to be entered into or brought out of a binary digital computer.

6.1. Algorithms and Logical Designs for Mechanization of Basic
Arithmetic Operations

6.1.1. COUNTING
6.1.1.1. Counting with Set—Reset Flip-flops

Each of n flip-flops in a collection can be assigned one of the weights
2»—1 .22, 21 2% and so interconnected that signals that appear serially
from a source S cycle the flip-flops through 2* states starting with zero and
ending with 27— (in binary representation), and after state 2"~! reset the
counter to zero. The flip-flop input signals can be modified to allow re-
setting to zero at other times, e.g., for clearing prior to counting, or after
reaching the value 9 if straight binary-coded decimal representation (see
Table 6.8, Section 6.1.3.1) is to be used.

As an example, a counter comprised of three set-reset type flip-flops
will be described. Table 6.1 shows the successive states of each flip-flop.

266
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TaBLE 6.1. Successive states of a three stage binary counter
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The nature of the signals required at the inputs to each flip-flop may be
determined by inspection of the table, for an input signal to a particular
flip-flop must be supplied only when the state of that flip-flop must
change to represent the next count. The input requirements of each flip-
flop will be considered in turn. Flip-flop 4; (representing the least sig-
nificant bit of the count) must change from one state to the other each
time a signal from S appears, i.e., if the flip-flop is in state 4,, the next

signal from S must set the flip-flop to state 4; and vice versa.
Therefore

a = AIS 51 = AIS

The second flip-flop 4, changes from state 0 to 1, i.e., from 4, to A
upon receipt of a signal from S only if the state A4, existed prior to
receipt of the signal. It changes from 1 to 0, i.e., from A4, to 4, only if

the preceding state was A24,. Therefore
a = 1‘121415 dz = AzAlS
Similarly

a = A3A2AIS 53 = A3A2A1$.

The six required input signals to the three flip-flops may be formed by
a diode gating network as shown in Fig. 6.1(a). Note that the technique
of pyramiding, described in Chapter 4, is employed in the forming of
this network. If, instead of set-reset flip-flops, single-input flip-flops are
used, only three input signals are required, namely

=S c: = CiS cs = C,C,S.

This results in a simpler gating network, as shown in Fig. 6.1(b).
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A4S ¥ -

(a) (b)

Fic. 6.1. Diode gating network for generating input signals to a three stage binary
counter composed of (a) R-S flip-flops, (b) T flip-flops

6.1.1.2. Bistable Counter Circuits
The circuit shown in Fig. 6.2(a) is similar to the complement type

+V

Carry output

! |
Eounfer )"l'?COUn?eT'—JTC‘ou ter I Pulse input

(b)

FiG. 6.2. (a) A bistable counter circuit, (b) Cascading of circuits to form a
multistage counter

of static flip-flop. Successive pulses (in this case, negative) on the input

line cause first one amplifier and then the other to be nonconducting.

The counter is said to be in the 1 or O state depending on which am-

plifier is conducting. Upon application of the input pulse both amplifiers
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are cut off. After the applied pulse has died away, the circuit becomes
quiescent with the previously nonconducting amplifier now conducting
and vice versa. The carry output of the circuit is simply the output of
the amplifier which produces a negative pulse when the counter changes
from the 1 to O state. A positive pulse appears on the carry output lead
when the state of the circuit changes from O to 1, but this has no effect
when used as the input to another bistable counter.

6.1.1.3. Multistage Counters

6.1.1.3.1, CONNECTION OF BISTABLE COUNTER CIRCUITS IN CASCADE,
A multistage counter can be formed by connecting bistable counter cir-
cuits in cascade, as shown in Fig. 6.2(b). Such circuits produce a count
by summing and storing a unitary weighted pulse stream input. Pulses
can be applied to the input at intervals not less than the operating time
of one stage. The inputs can be synchronous or not. The time required
to assume a new steady state depends on the length of carry propagation.
For an n stage counter the maximum time is nd, where d is the interval
from when an input waveform to a stage reaches a critical value to when
the output waveform of that stage reaches a critical value.

6.1.1.3.2. MULTISTAGE COUNTERS WITH ANTICIPATORY CARRY. In-
spection of the counting process in the binary number system shows that
upon the addition of an increment 2—", any columnar bit changes (from
1to 0 or O to 1) only if all less significant bits contain 1. Therefore,
upon receipt of an input pulse ¢, the condition for any stage B; of a
counter to change is provided by the signal

b-g = B¢_1B¢_2 . .. Bot.

If one were to mechanize the circuit directly from such equations, diffi-
culties would occur, for a counter having a large number of stages, because
of the many terms involved in the AND gate inputs to the more significant
stages. The circuit shown in Fig. 6.3(a) alleviates this condition at the
cost of a slight decrease in speed. It operates as follows: The current
count is stored in a group of bistable counter circuits. Upon receipt of
an input pulse the first stage may generate a carry. This carry is propa-
gated through a series of gates, each of which is controlled by the state
of a bistable counter circuit. The carry propagation is stopped by the
first counter circuit in the O state, It takes less time to propagate a
carry through a gate than to trigger a counter circuit. Therefore, each
counter circuit can be triggered by the counter circuit in the next less
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Carry propagation gates
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Count command
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Fi6. 6.3. Multistage counters with a two-input/stage carry propagation line,
(a) using bistable counter circuits, (b) using R-S flip-flops

significant position only after it has served the function of passing a
carry to the succeeding stage. The maximum time to reach the steady
state is dependent on the speed of the carry propagation circuit.

The counter shown in Fig. 6.3(b) utilizes set-reset flip-flops. Its
operation is based on the fact that any stage B; should change from 0 to 1
or 1 to 0 in accordance with the following equations

b; = B,‘B,'_l e Bot
B.‘ = BBy ... Byt

Upon presentation of an input pulse #, a carry is propagated from the
least significant end of the counter until it reaches a stage in the O state.
The duration of the count command signal must be greater than the
propagation time of the maximum carry chain. Each stage that receives
a carry signal is caused to change state after it has served the function
of passing a carry to the succeeding stage. The maximum time to reach
the steady state is dependent on the speed of the carry propagation circuit.
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6.1.1.4. Dynamic Binary Counters

Let us consider how a counter may be constructed from a number of
trigger type dynamic flip-flops of the type shown in Fig. 3.16(b). The
input-output equation for the least significant stage A, is simple since
the least significant bit alternates between 0 and 1 with each input pulse.
Any other stage should change state when there is a transition in the
preceding stage from 1 to 0. This transition is recognized by sensing
the present output of a stage and its output one pulse period earlier.
Accordingly, the input—output relations for a two-stage counter would be

(ADin1 = (A)T + (4).T
(A2)ir1 = (A2 [(AD A1) 1] + (42 {(41)d41)i11]

where A, A, represent the first and second stages, respectively. The term
(A2) (A1) (A4}):1 states that if the second stage is in the O state and
stage one is changing from 1 to 0, stage two should change from 0 to 1.
The term (45){(4;){41)is1] states that if A4, is in the 1 state, it
should not change to O until stage one changes from 1 to 0. Note that the
expression for (A43);.; is of the same form as (A4;)i41.

With the arrangement shown in Fig. 6.4 a new accumulated count

Unit
delay

A LeAu1Ang AT
mp 4 2, “u\Ar1Ar2. AT) OR

FiG. 6.4. Typical stage of a dynamic binary counter

is provided after only one pulse period. Each stage employs a trigger
type of dynamic flip-flop as before. However, there is a difference in the
input—output expression for each stage. In this case, each stage changes
state whenever all the preceding stages are on and a count pulse T is
applied. A significant difference in the two counters is that in the latter
the number of variables in the inputs to the OrR gate increases as the
number of stages in the counter increases. This is not so in the case of
the former counter.

6.1.1.5. Use of a Multibit Delay Line as a Counter

An n-bit number stored in a delay line can be changed by a single
positive or negative increment at a time by means of a simple logical
scheme. The scheme is based on the special nature of the change which
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can occur when 2-7 is added to or subtracted from a number. When
2-" is added to a binary number, starting from the least significant bit
each 1 in a sequence of 1’s will be changed to 0, and the first O that is
encountered will be changed to a 1, at which point the process stops,
i.e., the more significant bits will be left unchanged. For example

011001111 Original number
.000000001 +2—*

.011010000 Sum

This simple operation can be mechanized as follows: Assume that the
bits of the original number appear serially, being represented by succes-
sive states of a flip-flop 4. The only equipment required to add 2—* tc
this number is another flip-flop B and a simple combinational circuit.
The flip-flop B will always be set to the 1 state prior to the addition
process, and will be set to the O state by the first O that appears in the

original number, i.., by the signal 4. The correct sum may be formed
by an exclusive OR (i.e., a sum modulo 2) gate having the input variables

A, B. The arrangement is shown in Fig. 6.5. The actual process that

g l 2] l'Exclusive AB+AE

L= | AB+AE
B | OR Arithmetic sum
r— —r of 4+ 277,

Timing
signal

a la
A

Fi6. 6.5. Logical arrangement for serial addition of a single increment

takes place is indicated by the successive states of 4, B

.011001111 Successive states of 4
.000011111 Successive states of B

011010000 4B + AB

The algorithm for subtraction of a single increment states that each se-
quence of O’s in the given number is changed to a sequence of 1’s, and
that the first 1 encountered is changed to a 0 at which point the process
stops. By a simple modification, the above circuitry may also be used for
subtraction of a single increment. The combinational circuit remains
the same, but it is necessary to alter the O set input signal to the flip-flop
B. Before either operation takes place, a signal P or P, indicating an addi-
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tion or subtraction, respectively, is provided, and the O set input signal to
the flip-flop B becomes AP + AP. Therefore, during subtraction, the
flip-flop B will be set to 1 initially as before, but now it will be set to the 0

state by the first 1 that appears in the original number 4. The normal
and the mechanized pseudo-operation for subtraction are illustrated below

.011001100 Original number
.000000001 — 2-»

.011001011 Difference

Three-state arrangement:

Flip-Flop 4:
a=2h8
d=B_B

Flip-Flop B:
b=C
b=C

Flip-Flop C:
c=A4
=4

(a)

- Flip-Flop A4:

a=CA

a=CA

Flip-Flop B:
b=A
b=4

Flip-Flop C:
c=2RB
é=8

(b)

.011001100 Successive states of 4
.000000111 Successive states of B

011001011 4B + 4B

Sequence of States:

OmOoOrRr=rm,oh
»-o.—-n——noow
oo.—-o-—-—-.-i

IIII

Information flow

Sequence of States:

—_—0 O = O =m0
—_——_-o O~ O~
v—-r—-i-!oowo;

Illl

Information flow

Fic. 6.6 Three-stage pattern generators
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6.1.1.6. Pattern Generators

If a group of flip-flops is to be used solely for the function of generat-
ing a number of distinguishable states (which are used to control other
operations), it is not necessary that the states change in the same sequence
as would a counting device. By eliminating the restriction, a saving can
be effected in the number of gating elements required to generate the
flip-flop input signals. Strictly speaking, it is not necessary that a counting
device change states in a sequence of successively greater binary number
representations, since it is possible to translate from any code to another.
However, it is simpler to perform conventional arithmetic operations on
the outputs of such counters.

Figure 6.6 shows the input equations for a three stage pattern genera-
tor, composed of Rr—Sy flip-flops (Section 3.7.1, Fig. 3.14(d)). If R—S
flip-flops are used, the input equations to flip-flop 4 in Fig. 6.6(a) would be

a=BA d = BA.
This circuit arrangement has the characteristic that the configuration 000
is mot used. If the circuit should ever get into this state, it could not
normally leave it. This possibility may be avoided by altering the input
equation a to

a=BA4A+ CB.

The term CB has no effect other than to move the circuit from state 000
to 001.

A slightly different arrangement is shown in Fig. 6.6(b). It also has
the characteristic that the configuration 000 is not used and represents a
stalled state. To provide for getting out of this state, the input equation a

is changed as follows
a=CA+ CB.

In addition to generating control signals of the form f(4, B, C),
circuits of this type can also be used to generate cycles of sequential
pulse patterns. For example, in Fig. 6.6(b) the 4 output of flip-flop 4
generates the pattern 0100111,
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Fic. 6.7. A pattern generator formed from a magnetic shift register
with end-around shift

A pattern generator can also be based on a shift register. For example,
a magnetic shift register such as that shown schematically in Figure 6.7
could be used. (The basic operation of such registers is described in Sec-
tion 4.9). By using only an end-around feedback, as in Figure 6.7, a
pattern once inserted will be propagated so long as shift pulses are applied
to t; and f,. The length of this pattern is n, where n is the number of
stages. By tapping off at various points, e.g., at e; and e,, one can obtain
the same sequential pattern with various displacements in time. Longer
sequences (up to 2*~!) can be obtained by feeding back signals from
intermediate points and combining these with the end-around feedback
by means of an OR gate or other logic.

6.1.2. BINARY ADDITION

6.1.2.1. Serial Binary Adders

The addition of two binary numbers, represented by A4, . . . 4,, and
B, ... By, is accomplished by the generation of sum S; and carry C; bits
respectively, as shown in Table 6.2, where C;_; indicates the carry bit
produced in the preceding bit column. For example, in the decimal sys-
tem, the addition of 6 and 7 produces a sum of 3 (modulo 10) and a
carry of 1, so the answer is 13.
Several methods of addition are known. They fall into two classes, namely
those in which the number of 1’s in corresponding bit positions of the ad-
dends and the generated carry pulse trains are counted, and those in which
logical operations are built up to obey the addition table.

6.1.2.1.1. AppIiTiIoON BY COUNTING. Addition may be performed
either by a digital or analog summation of increments. In the digital
method, pulses representing corresponding bits of A4,, B, and C,_; are
arranged to occur at slightly different times and are counted by a two
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TABLE 6.2.
Number of 1’s C, S,

A, B, Ci—1 ind, B, C,_, (carry) (sum)
0 0 0 0 0 0
1 0 0 )

0 1 0 1 0 1
0 0 1

0 1 1

1 0 1 2 1 0
1 1 0

1 1 1 3 i 1

stage binary counter. Then the sum and carry bits are obtained from in-
spection of the states of the first and second stages, respectively. After-
wards, the counter is reset to zero pending the arrival of the next bits of
the input numbers and the generated carry. The timing of the signals
involved in this method is indicated in Fig. 6.8. The C,_; pulse is

| bit period
Fic. 6.8. Relative timing of signals to a sum and carry producing counter

counted first so that the output pulse, which may occur at the same time
as the reset pulse, can follow the input pulses as closely as possible.
Even so, sufficient time to count two pulses must elapse between the first
of the inputs and the output signals. This delay in operation is unavoidable
with an adder of this type and may usually be considered a serious dis-
advantage.

In the analog technique, the input pulse trains are arranged to occur
simultaneously. The amplitudes of these signals are added, and the number
of 1’s deduced from the level of the combined signal. Thus the output is
available almost immediately (except for delays inherent in the natural
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time constants of any electrical circuit). A block diagram of a type of
level discriminating adder is shown in Fig. 6.9(a). The sum of the ampli-

| - level
discriminator

Amplitude 2-level

o adder L discriminator| ]

N

3-level [/
discriminator| |

| 1
—| Delay |- Carry <l
(a)

Amplitude | & 2Ci [Amplitude | 5/
adder # | adder #2

|| |

A B G A B G

(b)
FiG. 6.9. Level discriminating adders

tudes of the pulse trains A4;, B;, C;,_, is applied to three discriminators of
levels 1, 2, and 3, respectively. Each produces an output pulse if the
corresponding number of inputs is 1. An improved and simpler form of
level discriminating adder, shown in Fig. 6.9(b), is based on the fact that
the sum bit may be obtained by subtracting twice the value of the carry
bit from the number of 1’s in 4;, B;, and C,_;. The output of amplitude
adder No. 1 is of the opposite sign to the inputs, and its level is limited so
that the same output is produced from two or three 1’s; there is no
output for a single 1 input. The output, C;, after being delayed and
restored to the original polarity, is designated C;_,. The amplitude adder
No. 2 gives an output pulse when A4;+ B, + C;,_; — 2C; = 1, since C;
is of opposite sign to A4;, B;, and C;_;, and these pulses form the sum bits.

Neither level discriminating adder produces a correct answer until the
input pulses have all reached their standard amplitudes. Normally,
spurious results may be avoided by suppressing the output of the adder
until the input pulses have reached their final amplitude. To make the
levels sufficiently distinct, the permissible variation in the nominal ampli-
tudes of the input and C; pulses are usually held to within = 5%. Though
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this analog adding circuit requires a higher precision of operation than
digital circuits, the precision is well within the capabilities of the state of
the art.

6.1.2.1.2. AppITION BY USE OF LogicAL OPERATIONS. If a circuit is
to be used only to add any single power of two to an arbitrary number,
then a simplification is possible over the circuit required to add two
arbitrary numbers. Consider Example 6.1

Example 6.1
n 7 6 54 3 210
A=01011%90T11
22=0 0 0 0 0 00
§;=0110001 S, = Sum (modulo 2) of (4, 2, C, ;)

1
¢,=00110000 C, = carry bit from the (i—1)th order.
Since 2* and C; can never be 1 at the same time, the adder circuit re-
quired will never have to deal with three input signals simultaneously,
but only two. A schematic of such a circuit is shown in Fig. 6.10. Since
2" and the delayed carry can never be 1 simultaneously, their logical sum
may be thought of as a conventional single binary input signal, and is

represented in Fig. 6.10 by B. A circuit that accepts two binary inputs,
e
\ E"%‘gi“-ll—-—smé‘ + 4B
I
I

2" | -|AND —C=A8
| A |
1 bit

delay

h [k

Fic. 6.10. A half-adder

A, B and produces the output signals § and C as shown in Fig. 6.10 is
termed a half-adder. The term half-adder derives from the fact that a
full adder can be constructed from two half-adders. This can easily be
demonstrated. First, consider the equations for the sum and carry of an
adder with arbitrary inputs, 4,, B,. These equations can be obtained from
Table 6.2 by noting the set of values of 4y, B, and C;_, for which §;
and C,, respectively are 1

S,' = A;BgC;_l -|- A,B,-C,-_l + A,’B;C;_l + A.‘B,‘C,_l (6-1)
C,- = A;B.-C,-.l + A;B;Ci_l + A,-B;C;_l + A,B‘-Ci_;. (6-2)
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When the outputs S and C of one half-adder are used as inputs to another
half-adder as shown in Fig. 6.11, equivalent expressions for §; and C;
result

- —— ————n
A; Exclusive] | S | Exclusive]| !
B; or |l OR_[t—Si
Aj c[ 1ot
BG; AND delay
————d

Fie. 6.11. An adder comprised of two half-adders
S; =(4:B;+ 4:B)Ci_y + (A:B; + A:B) Ciy.

C;= AB; + (4:B; + 4.:B) C:4
In the adder of Fig. 6.11 it is assumed that corresponding bits of the
two addends arrive simultaneously. Both A4; and B, must pass through
two half-adders, whereas C;_; passes only through one. The one bit
delay is required to store C, till the bits of 4 and B in the next more
significant place arrive, at which time it is added to them. If the two
addends do not arrive simultaneously, the modification shown in Fig.
6.12 may be used. For example, its use would be indicated if the adder

—_————n r———=—
A; —HExclusivel-L HExclusive] |
OR : 5 OR [T —%
|
A |
| S —— |
| bit
delay

F16. 6.12. An adder suitable for use with a recirculating type of main store

were to be included in the regenerative loop of a circulating type of
storage unit. In this case, the input A4; from the main store will usually
arrive slightly earlier than the external input B, which passes through
gating circuits before reaching the adder.

The sum and carry of two serial binary inputs may be generated
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without recourse to half-adders by straightforward mechanization of the
expressions in Eq. (6-1) and (6-2). Each equation can be mechanized
by means of four three-input AND gates whose outputs are combined in
a four-input or gate. There is an additional requirement which, though
not shown explicitly, is implied by these equations. A delay must be
provided at the output of the combinational circuit that mechanizes Eq.
(6-2) so that the carry produced at time # — 1 can be combined with the
bits of the addends appearing at time i. Actually Eq. (6-2) would not be
mechanized directly because it is a redundant form. This is shown by the
following algebraic manipulation which leads to the simplified expression
for C; given by Eq. (6-3)

C:=ABC,y + AB.C_y + ABC, | + AB,Ci_; (6-2)
=B.C; y(Ad; + A) + AB.C._y + AB.Ci;
=B.Ciy + ABCiy + ABC:,

Cii(B; + AB) + ABC.

= Ci1(4: + B) + 4:B.C.y

= A{Ciy + Ci1B)) + C:yB;

= A(B; + Cip) + Ci1B;

= A;B; + A.C;_; + Ci1B.. (6-3)

Equation (6-3), C,= AB;+ A{C{_l + C;_1B,, could have been obtained
directly from consideration of the binary addition process, by noting that
a carry is produced whenever any two of the inputs are equal to 1,
regardless of the value of the third input.

Since the output of a switching circuit can, in general, be used as the
input to a number of points, it is economical, wherever possible, to con-
struct required functions by incorporating and modifying simpler functions
already formed. Therefore, it would be desirable to form the network for
mechanization of Eq. (6-1) by means of an addition to the network for
mechanizing Eq. (6-3). One way this could be realized would be to
utilize the following expression

S,‘ = C,‘(A,' + B,' + Ci—l) + A,’B,‘C,'_l. (6-4)

Comparison of column 9 with column 4 in Table 6.3 shows that Egs.
(6-1) and (6-4) are equivalent.
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TaBLE 6.3. Truth Table for Generation of S; = Ci(4; + B; + Ci_1) + A:B:Ci1

1 2 3 5 6 7 8 9
4 B C. G G (4:+Bi+Cir))  Cl4i+B+Cii1)  ABCin S

— = OO OO
—_—_O 0= =0
—_O e O OO
ol — i = = )
C DO O
P e e e e
COO=O - =O
— O Q00O 0OCC
—_—O O O =D

Figure 6.13 shows a schematic of an adder which produces the sum and

Fic. 6.13. An adder based on mechanization of the equations:

Ci = A:B; + ACiy + CiB;,

S = C-‘(A-' + B, + Ci1) + A:B.Ci
carry in accordance with Egs. (6-3) and (6-4). A comparison of the
mechanizations of S; by means of Eqgs. (6-1) and (6-4) shows the
following. Mechanization of Eq. (6-1) calls for four three-input AND
gates and one four-input orR gate. Mechanization of Eq. (6.4) calls for
one three-input and one two-input AND gate, one three-input and one two-
input or gate, and an inverter. While the latter arrangement requires
fewer gating elements (10 compared to 16) it calls for a three level
OR—AND-OR circuit, compared to a two level circuit for the former.

In all the adders based on logical operations which have been described
thus far, a simple delay element was employed to cause the carry from
one order to be combined with the addend bits of the next more significant
order. In other adders, advantage may be taken of the fact that a flip-
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flop’s inherent delay in switching and its storage capability can be used
to delay and store a carry. Figure 6.14 shows three different adders

c c g C - Exclusive Exclusive [ _ ¢
4—=_OR |& OR !

{a)

c—¢ ¢ AND
OR|—5;
A 4; C ~{AND
5 AND EIIANDI i
8; = AND
c
{(b)
ce
i c
,__:!—_—] Si
OR =] AND|—{NOR|
AND NOR
A 8;

(c)

FiG. 6.14. Three adders utilizing a carry flip-flop

in which the required delay of the carry is obtained by use of a flip-flop.
At each bit time, the output of the carry flip-flop will indicate whether a
carry was produced by the next less significant order. For a set-reset type
of flip-flop the input signals to the carry flip-flop are

c = A,’B,’ Cc = A.‘B.’.

The states C and C indicate that a carry was or was not produced during
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the preceding bit time. The input equations to the flip-flop are derived
by observing the following. Since the carry at the beginning of an addi-
tion is 0, the flip-flop is set initially to state C. When A.B; has the value
1, a carry must be produced, so the carry flip-flop is set to state C. If a
carry is produced in one position, it will be produced in the next more
significant one unless the case 4.B; occurs. In other words, the cases
A.B; and A;B; produce a carry signal if and only if there has been a
carry from the preceding position. Therefore, if A.B; or 4.B; occur, the
state of the carry flip-flop is correct and need not be altered. When A.B;
occurs, a carry cannot be produced so the carry flip-flop must be reset
to state C.

The three arrangements shown in Fig. 6.14 differ in the nature of the
logical circuits used in conjunction with the carry flip-flop C. Fig. 6.14(a)
uses only AND and EXCLUSIVE OR circuits; Fig. 6.14(b) uses only AND and
OR circuits; Fig. 6.14(c) uses AND, NOR, and OR circuits, and would be
useful in the case where the complement of 4 and B were not available
as an input to the adder. Any of a number of similar arrangements can
be specified. The one chosen will depend on the types of logical building
blocks one chooses to use, restrictions imposed on the maximum level
of gating circuits, and the form in which the bits of the addends are
available. The building blocks chosen will, in turn, depend on a number
of factors: the frequency of operation, the relative reliability and cost of
combinations of specified building blocks for a given application, the size
and power requirements of different building blocks, etc.

Each of the adders described in this section can be differentiated from
preceding switching networks in that for every combination of input
variables there are two distinct output signals, namely, the sum and the
carry. Such a circuit is considered a multiple output switching network.
The classification is arbitrary, since both the sum and carry may be
generated separately, i.e., by two single output switching networks. How-
ever, the important point is that by considering thc adder circuit as a
unit, i.e.,, a multiple output switching network, certain duplications of
circuitry may be avoided (e.g., see Eq. (6-4) and the discussion preceding
it) since often the same terms or factors may be required as part of
both output functions.

It should be emphasized at this point that, while block diagrams some-
times serve as a convenience, they are not necessary to describe logical
configurations. If suitable symbols have been provided for all switching
and storage elements, all sequential circuits may be described logically
by means of Boolean algebraic equations that describe the input-output
relations in these circuits. The indicated uses for block diagrams and
logical equations will be considered in more detail in Chapter 7.
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6.1.2.2. Use of a Delay Line for Augend—Sum Storage

In the scheme for serial addition shown in Fig. 6.15, it is assumed

[Timing pulses

From Clear pulses
external store 4 Il I Sum
Delay line g [ ] Adder c
—Carry
I !r jJ Deloy',
Timing pulses

Fi16. 6.15. A serial adder utilizing a delay line for augend-sum storage

that the number B, . . . B, is stored in a delay line storage device of
length nD, where D indicates a unit delay, and that the bits 4, . . . 4, come
from an external store. The bits on each input line are represented by
pulses. The gates 1 and 2 will not pass incident bits 4; . . . A, nor carry
bits, except at times prescribed by the arrival of suitable timing pulses.
This enables any particular number to be selected from the external
store and added to that already contained in the delay line. The clear
pulses are applied when it is desired to erase the contents of the delay
line. If they are applied during the time interval when there is an input
on A, then the contents of the delay line B are replaced by the input on
line A, since the arithmetic sum 4 + 0 is formed by the adder and
entered into delay line B. This is effectively the same as if the contents
of the delay line were first cleared and then the input on 4 added, except
that it saves the time required to separately clear the delay line.

6.1.2.3. Use of a Shift Register for Augend—Sum Storage

One or both inputs as well as the output of a serial adder may be
stored in a circulating memory. However, the use of a shift register for
at least one of the two numbers permits the sum to be stored for further
manipulation if desired. In this way it can serve as an accumulator, since
as the bits of the augend are read into the adder, room is provided for
the sum bits.

In Fig. 6.16, the bits of one number B, . . . B, are stored in a static
register, the contents of which can be shifted, one bit at a time, to the
right on receipt of clock pulses if the signal for a shift is present on the
line marked “shift.” Nothing occurs except when the shift gates 1 through
n—1 and the gates s, ¢ are pulsed. Then the sum is produced by the adder
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_ _From external store
Al | Sum, S;

-- Adder[

Fi6. 6.16. A serial adder utilizing a shift register for augend-sum storage

bit by bit upon receipt of successive clock pulses. Each bit of the sum
is successively shifted into flip-flop B, and. the carry for the next stage, if
any, is entered into the carry flip-flop C. The carry flip-flop is cleared prior
to an addition.

The scheme of Fig. 6.17 is a variation of the arrangement in Fig. 6.16.

From
Shift external store

| o

Fic. 6.17. An alternate logical scheme for serial addition utilizing a shift register
for augend-sum storage

It is based on considering the sum and carry in terms of the variables B,
and C;_,, as described in Table 6.4. From Table 6.4, it is evident that if
A, = C;, then the sum and carry are simply B; and C;_;, respectively;
if A; ¢ C; they are B, and B; respectively. In Fig. 6.17, the flip-flop 4
receives the bits of one addend A4, . . . A, from an external store, and
flip-flop C stores the carry bits. Upon receipt of shift pulses, the contents
of the B register are shifted right and the output of B, is sent either directly
via gate 1 or inverted via gate 2 into B;. Concurrently, the output of B,
is sent directly to C via gate 3, when gate 2 is actuated, i.e., if 4 % C.
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TABLE 6.4.
A4, C,_, B, Sum Carry
0 0 0 0= B¢ 0= C.'_l
0 0 1 1 =258 0=2Ci
1 1 0 0 =B 1=0Ci
1 1 1 1 =5 1 =Cy
1 0 1 0= B,' 1= B.'
0 1 0 1 =5 0 =B
0 1 1 0=25 1 =58

6.1.2.4. A Serial Accumulator

The arrangement shown in Fig. 6.18 indicates how bistable counter

Fic. 6.18. A serial accumulator

circuits can be utilized to form an accumulator. The circuits intercon-
necting the counters do not function as logical orR gates, but only as
buffers, since there is never a signal on both inputs simultaneously. The
bits of the incident number, 4, ... A4,, are applied to each stage sequen-
tially. Each counter accomplishes two functions. First, upon receipt of an
input signal it adopts a state representing the value of the sum bit for that
stage. Secondly, it produces an output signal if there is a carry. Before
an incident bit is applied to the input of any stage, time must be allowed
for any carry produced in the next less significant stage to have passed the
succeeding stage.

6.1.2.5. Parallel Binary Adders

In a parallel adder all the bits of a word are accepted by a static
register at the same time. There are as many sets of input lines as there
are bits, and an adding circuit is associated with each bit. To allow the
description of some specific parallel adders, certain assumptions will
be made. Assume that the addend is stored in flip-flops 4,, the augend
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in flip-flops B;, and that it is desired to store the sum in the flip-flops B,,
(flip-flops A4;, B, are assumed to be of the trigger or complement type).
The input equations to the flip-flops B; may be derived by noting in
Table 6.5 the states of 4; and C,_; at time ¢, for those cases where there
is to be a change in B, at time ¢ + 1.

TABLE 6.5.

Time ¢ Timet 4 1

Ay B, Ci 1 C; B,
0 0 0 0 0
0 0 1 0 1
0 1 0 0 1
0 1 1 1 0
1 0 0 0 1
1 0 1 1 0
1 1 0 1 0
1 1 1 1 1

The result is: b; = 4,C;_; + A.C._;. The combinational circuit for C;
is formed from an expression which states the set of values of A4, By, Ci_1,
for which the variable C; has the value 1. One form for this expression
is

Ci=A4B,+ AC,_1 + BC,_,

Since there is no carry in the least significant place, i.e., Co, = 0, the
expression for C; is simply C; = A4,B,;.

If the input equations to the flip-flops B, are examined, it is apparent
that each b, is a function of C,_; (or C._;) which, in turn, is a function
of Ay ... Ay, B, ... B;_,. From this it is evident that if the input equa-
tions to a flip-flop B, were made an explicit function of 4, ... A4, B, ... B,
there would, in general, be so many terms that the corresponding gating
circuit would be impractical to construct. One solution is to insert some
power amplifying device, e.g., a cathode or emitter follower, for each C,
and C;. Even so, a long time would be required for the transients to die out
after a new addend and augend appear in the 4 and B registers. The maxi-

mum length of this transient will determine the maximum time interval
from arrival of the operands until the sum is available and b, can be made
to operate. The duration of this transient is proportional to the number
of bits in each operand. The transient may be eliminated by storing the
bit-by-bit sum in B;, the carry in A4; and then proceeding in the next
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bit time as if 4; and B; still contained an addend and an augend. Each
step may then be considered as a half-addition. The addition of 11 and
6 would be as shown in Example 6.2,

Example 6.2
Decimal number Contents of 4,, B, Clock period
11 01011 4,
6 00110 B, 1
01101 B,
1 4, 2
01001 B,
1 4, 3
00001 B,
1 A, 4
17 10001 B,
00000 A4, 5

The truth table for the half adder is shown in Example 6.3.

Example 6.3

= =]
~O =0
~0o oo
© = o
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From Example 6.3 the following difference equations may be derived
By = (4:B; + A:B),

(A,~),+1 = (AiBi)t-
Input equations to the flip-flops A4;, B; that will cause these relations to
be satisfied are

by = A,
a; = A;B;

These input equations are derived from the preceding truth table by
noting the states of both A; and B; at time ¢ which lead to a change
in A; and B, respectively, at time ¢, ;.

The end of the addition is indicated when all 4; = 0, i.e., there are
no more carries, The maximum time for an addition is, in terms of clock
periods, equal to the number of bits in the operands, and requires the
same time as a serial adder. The average time, however, is less for a
series of additions on operands that may be considered random numbers.
The average number of successive carries that will occur in the addition
of two 40-bit numbers containing random bits is =~ 4.6.* Although its
logic is simple, this adder is not very efficient when the large number of
components that has been added for a slight decrease in the time required
for an-addition is considered.

We will now consider a parallel adder in which the maximum and
average addition times are reduced further by means of a more complex
logic. The operation of this adder is based on considering each operand
as n/2 adjacent groups of two bits each (where n = the total number of
bits in each operand). The first step in the addition process consists of
storing the sum (modulo 2) of the operands within each two-bit group
in the two A4 flip-flops within each group. Also, each odd-numbered
(i.e., less significant) B flip-flop in a group of two, is set to 1 if the less
significant two-bit group produces a carry. Each even-numbered B flip-
flop is reset to 0. Then the process is continued with a series of half-
additions. The logical sequence from time ¢ to ¢t + 1 is described in Table
6.6.

* See Burks, Goldstine, and von Neumann. “Preliminary Discussion of the Logical
Design of an Electronic Computing Instrument. Princeton Institute for Advanced
Study, 1947.
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TABLE 6.6 Successive states of flip-flops in a parallel adder

Time ¢ Timet+ 1
4; VY B, By A, Ay B, Bii1
0 0 0 0 0 0 0 0
0 0 0 1 0 1 0 0
0 1 0 0 0 1 0 0
0 1 0 1 0 0 1 0
0 0 1 0 1 0 0 0
0 0 1 1 1 1 0 0
0 1 1 0 1 1 0 0
0 1 1 1 1 0 1 0
1 0 0 0 1 0 0 0
1 0 0 1 1 1 0 0
1 1 0 0 1 1 0 0
1 1 0 1 1 0 1 0
1 0 1 0 0 1 0 0
1 0 1 1 0 0 1 0
1 1 1 0 0 0 1 0
1 1 1 1 0 1 1 0

From Table 6.6 the following equations may be derived
(41 = (A:B; + A:B):
(Aip)sry = Ai1(A:B:Biyy + A:BiBiyy + AB:Biy + A:B:B:y)
+ A 1(diB:Biy1 + A:BBiy + ABBiyy + AiBiBiyy)
(Biy2)er1 = (div1 Biv1): + [4:Bi (Aiya + Bini)le

(Bi+)enr = 0.
If the flip-flops A,, B; are of the set-reset type, the input equations that
cause these relations to be satisfied are

biya = Ai1Biy1 + AiB{A4ir1 + Biyy)
by = (Ai + B) (Ais + Biy) + Ain1Biny
B.’+1 =1 biy1 =0

a;, =a; = B,

iy = dig = Bi+l(Z§i) + B 1A;:B..
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These input equations indicate that it would be appropriate to use two-
input (set—reset) flip-flops for the B; and single-input (trigger) flip-flops
for the A,. The maximum time for an addition is, in terms of clock periods,
equal to n/2 where n is the number of bits in each operand. The average
time is considerably lower. The end of an addition is. indicated by all
odd-numbered B, being equal to zero. The maximum time may be reduced
to n/x clock periods by dividing each operand into groups of x bits each.
However, the formulation for the carry becomes more involved as x
increases. The arithmetic process is clarified in Example 6.4.

Example 6.4

Decimal Clock

equivalent period
11 0|1 01 1 A 1
6 ojo 1|1 O B,
13 ol1 1|0 1 A4, 2
4 0|0 1|0 O B,
1 0j0 0j0 1 A, 3
16 1|0 0/0 0 B,
17 1/0 0]0 1 A, 4
0 0(0 0{0 O B,

6.1.2.6. A Parallel Adder with Carry Flip-flops

This discussion on parallel adders will be concluded with a description
of a parallel binary adder which can readily be modified to serve as a
parallel decimal adder (as described in Section 6.1.3.2). As in Section
6.1.2.5, assume that the addend is stored in flip-flops A4,, the augend in
flip-flops B,, and that their sum will be stored in flip-flops B;. It is also
assumed that there is one carry flip-flop C, after every fourth bit of the
operands. More frequent carry flip-flops would reduce only slightly the
number of gating elements required, at the cost of increasing the time
required for an addition. The B, flip-flops are assumed to be of the single
input complement type and the C, flip-flops of the set—reset type.

The mode of operation of this adder may be outlined as follows:
(1) Upon the arrival of the initiating clock pulse #, there is an input
signal to each B; flip-flop if the corresponding A, flip-flop is in the 1 state.
For example, for the first group of four bits (By, By, B, B;)

(bo)t—o = Aoto (b1)i—o = Aito
(b2)i—o = A2t (bs)1—0 = Asto.
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This step actually consists of forming the sum (modulo 2) in each column
and, for the time being, ignoring the generation and propagation of any
carries. (2) Upon the arrival of the next clock pulse t,, each flip-flop B,
receives an input signal if the original addend and augend are such that
a carry would have been propagated to stage B; from B;_;, where both
B; and B;_, are within a given group of four bits. A carry can be propa-
gated to a given stage only if: (a) both operands are 1 in the preceding
stage, in which case the value of the operands in less significant places
is of no consequence; or (b) there is an uninterrupted sequence of less
significant columns in which the value of at least one of the operands
is 1, immediately followed by a lesser significant column in which both
operands have the value 1. The Boolean algebraic statement of the
original conditions capable of producing carry input signals (b;), to the
flip-flops B, are, for the first group of four bits (Bo, By, B, Bs)

(b1). = AoBoty
(b2). = [41B; + (4181 + A1B1)4oBolto (6-5)
(b3). = [42B; + (42B, + A3By)A1By

+ (4285 + 4,B;) (4:1B1 + A41B1)AoBolto.

Remember that at time #;, the B; flip-flops no longer contain the original
augend, for each B; flip-flop was set to its complementary state wherever
the corresponding A, flip-flop was in the 1 state. However, this presents
no problem since at ¢, the A, still contain the original addend, and to
express the input signals to the B; flip-flops at time #,, it is only necessary
to complement the value of the B; as given in Eqs. (6-5) wherever the
corresponding A; is in the 1 state, and to replace t, by ;. The input
equations b; at time ¢ = 1 are, accordingly

(b1)e=1 = 4oBot
(b)em1 = [41B1 + (4,81 + A1By)AoBolt
= (41B; + B\Bodo)ty = A1Bit1 + Bi(b1)em
(b3)im1 = [A2B; + (A2B2 + A2B2)A1B (6-6)
+ (428, + A2By) (41By + A1B1)AoBolty
= (A28, + B,B14; + B;B1BoAo)ty

= A,B,t; + By(b2)mr.
(3) Upon arrival of clock pulse #; each carry flip-flop is to be set if a
carry would be propagated out of a given group of four bits upon addition
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of the original addend and augend bits. The conditions for the propagation
of a carry to a given stage were stated in item (2). The set signal for the
first carry flip-flop Cj is

(¢3)tm1 = (A3B3 + B3B2A; + B3B,B1 A, + B3B,B1BoAg)t,
= A3B3t; + B3(b3)1-

(4) Up to this point each group of four adjacent bits has been considered
almost as if it were isolated from the others. The carry flip-flops, C;,s,
provide the necessary links. In general, the carry produced by one group
of four bits may affect both the sum and carry bits in more significant
places. Accordingly, additions must be made to the B, B;,i, Biys,
B,.s, and C;.; flip-flop input equations for all groups except the least
significant one. Therefore, for i = 4, 8, 12 . .. (n—3), where n = 39 for
an assumed register of 40 bits (and where t/1, designates the interval
from the appearance of ¢, through t;,) the flip-flop input equations are:

by = Aity + Ciatar10

biy1 = Aiptto + A:Bity + B.Ci_1ta110

bivy = Auato + AinBaity + Biyy(bir)imy
+ Biy1BiCi1t2/10

bz = Auato + Ai2Biats + Bipa(bir2)im (6-7)
+ BiyaBin1B:Ci1t2/10

¢is = Aiu3Bisty + Biy3BiaBi1B.Citano

where 15,10 represents the logical sum of ¢, through t,,. Flip-flops Cs, Cr,
Ci1, ... Cs5 are teset by 15, 13, 4, . . . 119, Tespectively.

The end of the addition process is indicated by sensing completion of all
carries, i.e., by detecting the condition C3C,C;;Cs . . . Cista/11.

This permits an addition to be performed in an asynchronous manner.
For a large number of additions this allows an average time for addition
which is considerably less than that required for synchronous operation,
where a maximum time interval must be assigned for each addition. The
speed of addition could be increased further if fewer carry flip-flops were
used. However, this would be very costly in the number of additional gating
elements required. If more carry flip-flops were used, the speed would be
decreased appreciably while the number of gating elements required would
be reduced only slightly.
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6.1.2.7. Parallel Adders with Full Length Anticipatory Carry Chains

The adder shown in Fig. 6.19, becomes operative upon application of

Carry,C J\E !Curry, c
|

AND OR I

——{inv]
aoCtazCrapc—— | L{anD]
(20|

| oo

Add I Add

Fic. 6.19. A parallel adder with bistable counter storage and an anticipatory
carry chain

an “add” command, simultaneously applied to the inputs of all stages.
The flip-flops 4; may comprise either a buffer register or a shift register
with serial or parallel read-in. Carry pulses generated in each stage are
propagated only through gates. The accumulator is comprised of a set of
bistable counters B,. Each B, is triggered only after a carry has passed
that stage (assuming a carry is propagated to it). The maximum time to
produce the sum is dependent on the speed of the carry propagation
circuit.

For a fast addition operation in a parallel computer, carry pulses
should be passed through as few gates and other circuits as possible.
Also, these gates and other circuits should be fast operating. The adder
shown in Fig. 6.20 operates in two major steps: First, carries are gen-

Fic. 6.20. A parallel adder with flip-flop storage and an anticipatory carry chain
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erated and propagated through carry gates from less to more significant
stages; as a carry pulse reaches any particular stage it is also stored by
means of a carry flip-flop C. Secondly, when all carries have been propa-
gated, a pulse £, is applied to all B, input gates simultaneously, as a result
of which the arithmetic sum of 4 and B is stored in B. The maximum
time to produce the sum is dependent on the speed of the carry propaga-
tion circuitry.

6.1.2.8. A Parallel Adder with a Fast Carry

Even though, in a parallel adder, the addends are applied simul-
taneously to all stages, there will be a delay before the most significant
stage of the adder assumes its final value, because of the serial nature
of carry propagation. Most synchronous computers employ carry circuits in
which the full length carry time must be allowed in each addition. The
required time interval is provided by a separate timing device, with a
safety margin to allow for tolerances in both the carry circuit and timing
device. By using the carry circuit to time its own full length carry time,
an improvement may be effected in the timing reliability of the carry
system.

A significant decrease in the time required for carry propagation
can be achieved if advantage is taken of the fact that on the average
the length of a one’s carry sequence is only a small fraction of the maxi-
mum sequence (being 4.6 stages in a 40 bit addition).

A simple carry circuit is shown in Fig. 6.21(a). It cannot provide its
own timing because of the carry interruptions and starts caused by
columns where AB and AB exist, respectively. The arrangement shown
in Fig. 6.21(b) provides for two carry lines into and out of each stage.

Cout m m A

8

(a)

Fre. 6.21. (a) A simple carry circuit, (b) A circuit to propagate 0 and 1 carries
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One line C?, corresponds to the usual carry line. The other line C° has a
signal when there is no carry from the next less significant stage. By pro-
viding for O carries as well as 1 carries through the use of separate carry
chains, there results a circuit that can provide its own timing. At the
beginning of an addition, both carry lines are off. This condition will be
met if both carry inputs to the least significant stage are held off. The
carry propagation is begun by applying a signal to the C° line of the least
significant stage. This carry will then proceed down the O chain until it
reaches a stage where 4B is 1, at which point the carry switches over to
the 1 chain. Similarly, it will proceed down the 1 chain until it reaches
a stage where 4B is 1. Fially, it will emerge from the most significant
stage as either a C® or C! to signal the end of the n-stage carry. The
carry will always pass serially through all n stages.

If the truth table for the formation of a carry is arranged as shown in
Table 6.7, it becomes apparent that if either AB or AB exists, Coy: is
independent of C;,

TasLE 6.7. Truth table for carry generation

C in A4 B Cout

0 0 1 0

0 1 0 0 _

1 0 1 1 ( = Cn
1 1 0 1

0 0 0 0

1 0 0 0

0 1 1 1 = 4B
1 1 1 1

As a result, the cross coupling shown in Fig. 6.21(b) may be eliminated,
and it becomes apparent now that there are, in general, places within
an n-stage addition operation where the sum and carry bits may be formed
independently of information in preceding bit places. In constructing an
adder* based on this observation, the state of the carry lines should be

* Gilchrist, B., Pomerene, J. H., and Wong, S. Y. [1955], Fast carry logic for digital
computers, IRE Trans. El. Computers, 4, 133-136.
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viewed as off or 1 for C! and off or O for C° Both carry lines are off at
the start of an addition. This is enforced for the interior stages by an
explicit parallel inhibition on the lines or by operating on the 4B and AB
inputs. Carries are begun by releasing the inhibitions on all stages, includ-
ing the selected carry into the least significant stage. At this time, carry
sequences will arise from the selected input carry, and from every interior
stage having 4B or AB. Thus the serial aspect of the carry is restricted
to sequences of stages for which 4 5= B.

Feeding the C!,,; and C%,, lines in each stage to the input of an OR
gate, and the output of all such or gates to an n-input AND gate, permits
a carryless determination of the equality of two addends, this mode being
cbtained by not releasing the parallel carry inhibitions. In this case, an
output is obtained from the carry completion gate if, and only if, two
addends are equal. (Other comparators are described in Section 6.1.4.3).

6.1.3. DECIMAL ADDITION

6.1.3.1. Serial Decimal Adders

When designing a decimal adder, one must choose first of all a binary
code group to represent each decimal digit. Any decimal digit can be
represented by the states of a group of four or more bistable elements.
A number so represented is said to be in a binary-coded decimal form.
There are many forms of binary-coded decimal representation, differing
in the number of bits per group (usually four or five) and the weights
assigned to each position in the group. A total of 70 weighted four-bit
codes, including those with negative weights have been found. The most
obvious binary-coded decimal representation is referred to as the straight
binary, or (8-4-2-1), decimal code. It is shown in Table 6.8. In this code,
the representation of 694 is

6 9 4
(0110) (1001) (0100).

Whenever binary-coded decimals are operated upon, attention must be
paid to the fact that each group is distinct. For example, consider the
binary-coded decimal representation of 694. If it were multiplied by two,
simply by a single shift left, there would result

(0110) (1001) (0100). x 10. = (1100)* (0010) (1000). = ? 28
The error in the result arises from neglecting the fact that, if the operation

* In the (8-4-2-1) code (1100), the binary equivalent of 12, is not defined.



298 6. ARITHMETIC OPERATIONS

TABLE 6.8. The straight binary decimal code

Decimal (8-4-2-1) Decimal code

Voo ~-IAWUNbEWN—-O

_-_-0 0000 CO0OW™
COH I mm =00 CO &
QO OO —=R =L OON
_O = O OO = O =

on a particular binary-coded decimal digit produces a number greater
than nine, a carry is produced which must be added to the next most
significant digit, and the digit producing the carry must also be adjusted.
Table 6.9 shows that a multiplication by two can be accomplished by
a shift left operation only if a digit is << 4.

TABLE 6.9.
2 X 0000 = 0000 = 0
2 X 0001 = 0010 = 2
2 X 0010 = 0100 = 4
2 X 0011 = 0110 = 6
2 X 0100 = 1000 = 8
2X0101=1 0000=1 O
2%X0110=1 0010 =1 2
20111 =1 0100=1 4
2x1000=1 0110 =1 6
2x1001 =1 1000=1 8

The use of binary-coded decimals can relieve the user from the task
of converting numbers from decimal to binary representation prior to
inserting them into a machine, and of converting the binary output of the
machine. For example, ten numerical keys can be provided on an input
device, so wired that when the operator presses any one of them the
corresponding binary-coded decimal signal is inserted into the machine.
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Similarly, each of the ten binary-coded decimal signals can be used to trip,
say, a corresponding numerical key in an output typewriter. If the internal
arithmetic units of the computer operate in the binary system, binary-
coded decimal inputs to the machine must be converted to true binary
numbers before being operated upon by the arithmetic unit. In Section 6.4
the subject of conversion between binary and binary-coded decimal rep-
resentation is considered in more detail.

Though there are many binary-coded decimal representations, in
practice the choice is usually confined to one of a small set of four and
five bit codes. In the discussion following, only four-bit decimal codes will
be considered.

Assuming a particular code has been chosen, the general approach
for testing its suitability in an adder is to form a truth table. In this case,
there would be 200 input conditions, corresponding to all possible combina-
tions of values of the two addends and the carry from the preceding stage.
For each possible input combination, the value of five output bits will be
defined, namely, the four bits of the sum digit and the carry bit. A simpler
procedure may be used for certain special choices of the four bit code.
Two of the most commonly used codes will be described next.

In the straight binary decimal code, four binary places are assigned
weights of 1, 2, 4, and 8 respectively. A decimal adder to operate on
these decimal code groups can be formed from a binary adder with the
following simple modification. When the sum digit produced in any decimal
place is ten or greater, indicating that a carry must be propagated from
one code group to the next, the carry must be generated and the sum
digit itself corrected to yield a value less than ten.

Another commonly used four bit decimal code is referred to as the
excess-three code. It is a nonweighted code wherein each decimal digit d
is represented by a code group which, if interpreted as a conventional
binary number would represent d .+ 3. This is shown in Table 6.10.

The excess-three code has certain useful properties. First of all, it is
self-complementing, i.e., the nine’s complement (see Section 6.1.4.2.3.)
can be obtained simply by interchanging ones and zeros. Also, because
there is at least one 1 in the representation of each digit, the conditions
of zero or no digit can be readily distinguished. Another advantage is
that a carry bit occurs automatically out of the most significant position.
This follows because, if the sum of two decimal numbers is > 10, the
sum of their excess-three code representation must be > 16. However,
it is necessary to correct the sum digit whether or not there is an over-
flow. Specifically, if the sum digit is > 16, three must be added to it,
(since the sum does not have an excess-three bias), if it is < 16, three
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TABLE 6.10

Decimal Binary excess-three

0011
0100
0101
0110
0111
1000
1001
1010
1011
1100

Voo~ bWN=O

must be subtracted (since an excess three has been added twice). This
necessitates additional storage elements for storing the sum of each excess-
three code group, so that it may be corrected. Finally, since for every
entry in Table 6.10 there is another entry where the 1’s and 0’s are inter-
changed, a decoder used to obtain a 1 out of 10 representation will place
equal loading on both outputs of the flip-flops holding the excess-three code.

The logical design of a serial excess-three code decimal adder will
now be described. Assume that the bits of the two addends appear serially
at successive bit times ¢ in two flip-flops, 4, B. Successive sum and carry
bits are produced and stored in flip-flops S and C respectively. The times
at which the least significant bits of each code group appear in 4, B will
be indicated by a timing signal ¢,. Four additional flip-flops Sy, Sz, Sa, Ss,
are provided in which to form the corrected sum. These flip-flops actually
serve two distinct purposes. First, they act as a shift register to which suc-
cessive values formed in S are sent, and also as a correction register in
which the corrected sum of each code group is formed. When the cor-
rected sum is formed, these flip-flops again act as a shift register, trans-
mitting their contents back to the main storage unit. At time #; any given
code group will be stored in flip-flops S, Si, S2, Ss. This number must be
corrected according to the value of flip-flop C at time t;,. However, the
corrected value must be placed in flip-flops Sy, Sz, Ss, Ss, since at the next
bit time S must be used to store the sum bit of the next two bits appearing
in flip-flops 4, B. The configurations to be assumed by the flip-flops S;,S2,
Ss, S4 are shown in Table 6.11.
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TABLE 6.11.
Time ¢, Time ¢,
s S Sy 8, S S, S3 8,
Subtract 3
0 1 1 0 0 0 1 1
0 1 1 1 0 1 0 0
1 0 0 0 0 1 0 1
1 0 0 1 0 1 1 0
cC=0 1 0 1 0 0 1 1 1
1 0 1 1 1 0 0 0
1 1 0 0 1 0 0 1
1 1 0 1 1 0 1 0
1 1 1 0 1 0 1 1
1 1 1 1 1 1 0 0
Add3
0 0 0 0 0 0 1 1
0 0 0 1 0 1 0 0
0 0 1 0 0 1 0 1
0 0 1 1 0 1 1 0
Cc=1 0 1 0 0 0 1 1 1
0 1 0 1 1 0 0 0
0 1 1 0 1 0 0 1
0 1 1 1 1 0 1 0
1 0 0 0 1 0 1 1
1 0 0 1 1 1 0 0

If S, S, S, S, are two-input R-S-T flip-flops, their input equations are
51 = (S52853C + SO, + Siy
1 = (8C + 8,850, + 8y
52 = [§1C + (5153 + S185)ClYy + Sify
= (5iC + 81853 + $1550)1; + Sify
§52 = (85153 + 8183)C + 8:Clny + i (6-8)
53 = [(§ + $)C + §,Cly + Sofy
= [(S + S$2)C + $,Clt, + $ofy
54 = (§3C + 8§30y + S3f) = Sty + Safy
§a = (53C + $30); + 8501 = Sty + Sify.

n

o
w
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In these equations the terms associated with ¢; indicate the input signals
required for the correction operation, and the other terms cause the flip-
flops to act as a shift register at all other times, i.e., when f, is true.

6.1.3.2. Parallel Decimal Adders

Parallel decimal adders are more complex. The carry propagation
time is the important factor as in other parallel adders. A greater variety of
decimal parallel adders is possible than in the case of binary adders
since combination series—parallel adders may be designed. For example,
each digit may be represented bv four bits in parallel while successive
digits are operated upon serially, or ail the digits may be operated upon
in parallel while the bits comprising the binary representation of each
digit are operated upon serially.

As an example of a decimal parallel adder, let us consider a relatively
simple decimal adder employing the excess-three code and operating in
a manner similar to the binary parallel adder described in Section 6.1.2.6.
As stated there, an advantage of having a carry flip-flop after every fourth
bit in the binary adder is that decimal operation can then be obtained
with only a small amount of additional equipment.

To yield correct excess-three code decimal representation, the binary
sums formed at time ¢, must be modified, +3 being added to each stage if
it generates a carry and —3 if it does not. This can be done by appending
the signals, by, bay1, bsre, bara in Egs. (6-9) to the expressions for b,
bit1, biyo, biys, respectively, in Eqgs. (6-7).

ba =t
bay1 = BiCarsty + BiCuyata (6-9)
barz = (Bar1 + B)Cassts + (Bar1 + Bi)Caritz

bary = BaryBai1Caraty + BayaBiCussaty

+ Bay2Bir1Casaty + Ba2BaCarsta.

Egs. (6-7) must be modified further: 2,1 replaced throughout by #3,11, the
term B; 3 B, 2 C;_; t3,11, indicating a stage has the value 9 and there is
a carry from the preceding stage, substituted for B, 3 B;12 Bi11 Ci—1 t2/10
in ¢; 43, and appended to the logic of b;.i, bi,2 and b;,s. The carry flip-
flops are reset by 3, ts, 15, . . . t11, Tespectively, and in the carry comple-
tion sensing logic, #2,1, is replaced by #3,12.

6.1.3.3. Parallel Accumulators with Automatic Carry Propagation

If an accumulator’s design is such that it utilizes a step-by-step
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carry process in arriving at a result, its operating speed would not be ade-
quate for a parallel machine. The speed may be increased by arrangements
wherein a carry produced in any stage is automatically propagated to
higher order stages. There are two widely used methods in mechanizing
such operation. In one, the operation is under the control of two input
commands, an “add” and a ‘“carry” command which are applied in
sequence to all stages simultaneously. In the other, the operation is
initiated and completed simply by the application of an “add” command
to all stages simultaneously. In the descriptions that follow, A, refers to
the bistable elements of an addend register, and B; refers to the bistable
counter circuits of the accumulator.

The circuit shown in Fig. 6.22(a) functions as follows. Operation is

Carry pulse
pulse

(b)

Fic. 6.22. Typical stage of a parallel accumulator. (Either one but not both
delay units may be required in these two arrangements.)

begun by application of the “add” pulse. In each stage in which A, is 1,
the corresponding B, is triggered. If B, is O after being triggered, and A4,
is 1, this indicates that a carry should be propagated to the next more
significant stage. Therefore, when the carry command pulse is applied,
gate 2 allows it to pass through a stage where a condition for a carry
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propagation has been met. If the next more significant stage of the ac-
cumulator holds a 1, the carry is allowed to pass through via gate 3. It
passes through successive gates until a stage is reached where the accumu-
lator holds a 0. The delay element is included only if it is essential to
insure that a carry does not pass through a stage where it should not.
This could occur if a carry from a preceding stage arrived at the next
more significant stage of the accumulator before it changed from 1 to 0.

The circuit shown in Fig. 6.22(b) produces a faster propagation of
the carry. It differs from the arrangement of Fig. 6.22(a) mainly in that
there is no command pulse input to gate 2. As a result, the condition
B.A; produces a steady state signal that is applied to gates 3 and 4 of
the next more significant stage before application of the “carry” command.
If the next more significant stage of the accumulator holds a 1, the steady
state signal is passed through to the stages beyond via gate 3. After time
has been allowed for the steady state signal to pass through the maximum
possible number of stages, the “carry” command is applied to gate 4.
This causes B; to be triggered in each stage to which a signal was trans-
mitted from a preceding stage.

6.1.3.3.1. ACCUMULATORS WITH SEPARATE CARRY STORAGE. If it
is difficult to obtain signals from the addend register for carry purposes
after the addend has been entered into the accumulator, a carry storage
device may be incorporated in each stage. The carry flip-flop C. is set
to 1 whenever B; changes from 1 to 0.

One arrangement utilizing a carry flip-flop is almost identical to that
shown in Fig. 6.22(a). The only change, outside of the addition of C;,
is the replacement of the signal B;A; at the input to gate 2 by the signal
C;. Another arrangement is similar to that of Fig. 6.22(b). The only
change, outside of the addition of C,, is the elimination of gate 2 and the
substitution of the signal C, as the lower input to the OR gate.

In Fig. 6.23 two types of accumulators are depicted. Circuitry common
to both is in the center of the figure while that peculiar to circuit
(a) and (b) is shown in dashed enclosures. In circuit (a) the addend
is entered upon application of the “add” command. Upon application of
the “carry” command pulse, B, is triggered if the next less significant
stage produced a carry as indicated by the signal C,_;. If B; held a 1
just prior to receiving a carry, it changes to 0 and causes the signal C;
to be produced. The signal C; is sent to the next more significant stage
to which the “carry” command has already been applied, and a pulse is
passed via gate 4 to trigger B;,,. The carries will be propagated as far
as necessary, provided the carry command signal is applied for a sufficient
period. This method, though generally not as rapid as the preceding two,
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Fic. 6.23. Typical stage of a parallel accumulator

has the advantage of requiring fewer components and no delay elements
because of the manner in which the carries are propagated. The principles
of the arrangement just described can be adapted to the carry propagation
method of Fig. 6.22(a) to gain an important advantage. The resulting
arrangement is circuit (b) in Fig. 6.23. The addend is entered as usual.
When the “carry” command signal is activated, a carry signal is trans-
mitted to the next more significant stage via gate 2, if the condition
AB; exists. A pulse will also be sent to the next more significant stage
if a carry pulse from the next less significant stage arrives. This is because
a carry from the next less significant stage would trigger B; from 1 to O,
thereby causing a pulse to be transmitted to gate 3. The advantage
of this accumulator is that no pulse or steady-state signal has to pass
through more than one stage of gates.

6.1.3.3.2. ACCUMULATORS WITH NO “CARRY” COMMAND INPUTS. Fig-
ure 6.24 illustrates a simple form of accumulator requiring no carry com-
mand. When any B; changes from 1 to 0, a pulse is sent to the next more sig-
nificant stage via a delay. Operation is slow because in the carry propa-
gation circuit, all the delays are in series. The arrangement of Fig. 6.25
is faster because a delay D, is introduced only in the stage where a carry
originates. Operation is as follows: The addend is entered in the usual
manner. If B; is caused to change from 1 to 0, a pulse is applied to gate
3 which allows the “add” pulse to pass to the next more significant stage,
via delay element D,, (which allows B;,, to recover in the event it was
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A4;

Add pulse

Fic. 6.24. Typical stage of a parallel accumulator with no carry command input

Add pulse

Fic. 6.25. Typical stage of a parallel accumulator with no carry command input

triggered upon application of the “add” command). A delay element D3
may be necessary if the switching time of a B; is appreciable. A carry
from the next less significant stage will pass without delay via gate 2
through any stage where a B, has been triggered to 1. If a B, is triggered
from 1 to O upon receipt of a carry from the next less significant stage,
another pulse will not pass via gate 3 because the “add” pulse will no
longer be present. Delay D, is a short delay introduced to insure that the
carry pulse does not switch B; before the carry itself can pass through
gate 2. If the inherent switching delay of B, were large enough, D, would
not be required.

The arrangement in Fig. 6.26 allows the carry signals to be generated
before the addend is entered into the accumulator. In each stage the
signal for a carry, (4,B;+ A,C,_1 + B,C;_,), is produced by a set of
AND and or gates, which form the equivalent expression [(A, + B;)C;_,
+ A;B;]. In the other accumulators that have been described, each B; was
triggered twice if 4, were 1 and there was also a carry from the next less



6.1. MECHANIZATION OF OPERATIONS 307

Add pulse
Fic. 6.26. Typical stage of a parallel accumulator with no carry command input

significant stage. This produced no net effect on B;. The arrangement of
Fig. 6.26 causes B, to be triggered only if either of these events, but not
both, occurs, i.e., by the signal 4,C;; + 4.C._;. In Fig. 6.26, an equiva-
lent expression, (4; + Ci_1)A:C._,, is formed. If this type of accumulator
is modified to function as a subtractor, a carry signal from the highest
stage can be used to indicate whether the sign of the difference will be
positive or negative. In a trial-and-error division process (see Section
6.1.6.1.1), the subtraction can be prevented from taking place if an indica-
cation is provided of a negative difference.

The accumulators with automatic carry propagation which have been
described in this section do not have means for indicating the end of
carry propagation. A multi-input AND gate for sensing a carry in any
stage could be used with some of them, but is more suited for step-by-step
carry systems. The arrangement of Fig. 6.21(b) has a fast carry propa-
gation circuit which can readily be provided with means to yield a signal
when the carry process is completed. The sum is entered into the ac-
cumulator by application of an add pulse to the input gates, as shown in
Fig. 6.27. This pulse causes each B, to be triggered if (AC%, + ACY,)
is 1. Note that this corresponds to a conventional half-adder sum signal:
(AC + AC).

| — Cin
cly—=—— Circuit — /%/
0 ' of | B/I'
2 our—l— Fig6.2(b)— &

in

| mulse

Fie. 6.27. Typical stage of an accumulator with a 0 and 1 carry propagation circuit
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6.1.4. THE REPRESENTATION OF NEGATIVE NUMBERS AND THE
SUBTRACTION PROCESS

In a digital computer provision is made for representation of negative
as well as positive numbers by using one of the following two schemes.
One of these schemes is commonly encountered in everyday usage of
numbers, It uses a common grouping of symbols to represent a given
magnitude, and a special symbol to indicate whether the value is positive
or negative. In other words, each number is represented in terms of an
absolute value plus a sign, e.g.,, + 703, — 703. The other method of
representation relies on the use of a so-called complementary number
system. The nature of complementary numbers, as well as a description
of the merits of absolute and complementary representation in a digital
computer will be described in the sections following.

6.1.4.1. Representation of a Negative Number by an Absolute Value
Plus Sign

In this representation, a negative number is distinguished from a
positive one by an arbitrary symbol (usually, but not necessarily) pre-
ceding the number. For example, either of the following absolute value
plus sign designations could be employed

Designation 1 Designation 2
0.11 = +3/4 1.11 = +3/4
1.11 = —3/4 0.11 = —3/4

Because of its wide everyday use, this type of representation in a computer
simplifies the preparation of input data, as well as the visual interpretation
of output data and data stored in the computer. Also, it simplifies multi-
plication and division in a machine. To obtain the correct sign for a
product or quotient, only a simple circuit is required to compare the signs
of the operands, yielding a positive value for the sign if they are alike,
and a negative value if different, (see the discussion of comparators in
Section 6.1.4.3). For addition, operations are more complex than with
complementary representation. If the signs are alike, addition is performed
normally, but if they are different, subtraction must be performed, with
means to insure that the smaller absolute value is subtracted from the
larger, and that the correct sign is attached to the result. Negative quan-
tities must be in complemented form before being sent to an adder. If the
result of an operation is negative, and, therefore, in complement form it
must be uncomplemented before it is stored, and the correct sign bit
attached. However, complements may be avoided completely by using
a subtractor when the signs of the operands are not alike.
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Just as there are half-adders, there are also half-subtractors. The input-
output relations for a half-subtractor are shown in Table 6.12. The minu-
end, subtrahend, difference, and borrow bits are represented by A;, B,

D;, and C,, respectively.

TasLE 6.12. Truth table for a half-subtractor

4, B, D, C

—_— OO
-~ o
(= =1
oo

The input—output relations for a full subtractor are shown in Table 6.13.

TABLE 6.13. Truth table for a full subtractor

A( Bl C£—1 Dt Ct
0 0 0 0 0
0 0 1 1 1
0 1 0 1 1
0 1 1 0 1
1 0 0 1 0
1 0 1 0 0
1 1 0 0 0
1 1 1 1 1

In Table 6.13, C,_, represents the borrow produced in the less significant
binary place and C; is the borrow resulting from the combination of
Ci_1, the minuend 4; and the subtrahend B;. The equations for the differ-
ence and borrow bits are

D; = ABC; | + A:B.C,_y + AB.C._; + A:B.C.,
Ci=ABC:y + AB.C.y + AB.Coy + AB:.C; 4 (6-10)
= A.B, + A,.C;_; + B.C,_,.

These equations are similar to Equations (6-1) and (6-2) and show
that the sum for an adder and the difference for a subtractor are of the
same form. In reference to the production of a negative result by a
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subtractor, it should be remarked that a negative result appears in com-
plementary form. However, it is possible to use the subtractor itself as a
complementer, by subtracting the number to be complemented from zero.
In passing, note that a subtractor may be considered more fundamental
than an adder, since an addition may be performed by two subtractions,
eg, (A4+B) = A—(0—B).

6.1.4.2. Representation of a Negative Number by a Complement

There are two important complementary representations of a negative
number. One is referred to as the radix complement and the other as the
(radix — 1) complement. In the decimal system these are known as the
true (or ten’s) complement and the nine’s complement, respectively. In
the binary system, they are the true (or two’s) complement, and the one’s
complement, respectively. Complements in the binary system only will be
discussed here. Similar statements apply to the decimal system.

The use of complements to represent negative numbers makes it
unnecessary to build into a computing machine the ability to both add
and subtract. Actually, a subtraction takes place when a complement is
formed, but the advantage derives from the fact that the forming of a
complement is easier to mechanize than a subtraction.

6.1.42.1. Two’s COMPLEMENT REPRESENTATION. Complementary
representation of negative numbers is similar to the notation used for
handling logarithms of numbers less than 1. The two’s complement of a
number is obtained by subtracting the number from 2. An easy way to
mechanize this operation is to interchange all 1’s and 0’s and add 1 to
the least significant binary place. For example

7/16 = 0.0111

Interchanging 1’s and 0’s 1.1000

Adding 1 in the least

significant place 1

Result 1.1001 = —17/16

Any two binary numbers may be added (replacing negative numbers
by their two’s complement) if the following two rules, analogous to those
in the decimal system are used. First, discard any carry into the two’s
(2!) column, since M; — Mz = M; + (2 — M,) — 2. Secondly, if there
is a 1 in the one’s (2°) column, the sum is interpreted as a negative num-
ber and its magnitude is obtained by taking its two’s complement. Because
of the latter rule, the digit in the one’s (i.e., 2°) column is referred to as
the sign digit. Example 6.5 illustrates the use of these rules
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Example 6.5
Binary number Decimal equivalent
0.0100 4/16
0.1001 9/16
0.1101 13/16
0.0100 4/16
1.0111 — 9/16
1.1011 — 5/16
1.1100 . — 4/16
1.0111 — 9/16
1]1.0011 —13/16
Carry
into 21 | 1.1100 — 4/16
column is | 0.1001 9/16
discarded
1]0.0101 5/16

When the bit to the left of the binary point is used to indicate the
sign of a number x the range of numbers within the machine is restricted
to the interval —2° < x < 2°. Machines of this type are accordingly
referred to as fractional machines.

6.1.4.2.2. OnEe’s COMPLEMENT REPRESENTATION. The one’s com-
plement of a number is formed by interchanging all ones and zeros. This
is easily mechanized since each bit can be altered without reference to
other bits. Addition or subtraction can be executed as above, with the
following exception: whenever an overflow bit is produced at the most
significant end, this bit must be added in at the least significant end.
Consider the addition of two negative numbers, —4/16 and — 9/16,
as in Example 6.6.

Example 6.6
Decimal representation One's complement representation
Addend — 4/16 ] 1.1011
Addend — 9/16 | 1.0110
|
Result of
addition — 13/16 1| 1.0001
End around L, 1
carry |

Sum —13/16 | 1.0010
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In case of an overflow in subtraction, an end-around borrow would be
subtracted from the difference. When a positive sum is obtained in adding
a positive number to a negative one, a carry is generated in the highest
order. This carry indicates a change in sign from the previous balance
and must be added to the lowest order to restore the true indication of
the sum, in one’s complement form.

The advantage of the one’s complement is that conversion to the
true number is so simple. This is important if the results of a computation
are to be displayed, and to facilitate certain schemes of multiplication and
division. The one’s complement is used in several parallel binary machines.
An objection to it is that representation of zero is not unique. Two rep-
resentations of zero may occur, namely, the normally encountered one,
0.000 . . . O (sometimes referred to as “plus zero”) and 1.111 . .. 1
(referred to as “minus zero”). Whenever subtraction of two like quanti-
ties occurs in a subtractive accumulator, “plus zero” is produced and when
a number and its 1’s complement are added in an additive accumulator,
a “minus zero” is produced. It is possible for either form to be produced
in any system. For example, the rounded-off product of two very small
quantities can result in either a “plus zero” or “minus zero” depending on
whether the signs of the factors are alike or opposite, respectively. In any
case, the machine design should be such that the programmer need not
distinguish between the two forms of zero in the use of conditional test
instructions.

Factors that influence the final choice in the representation of negative
numbers include: (1) The machine’s facilities for complementing. (2) The
expected relative frequencies of the different arithmetic operations. (3) The
relative convenience and need of examining numbers in storage for ser-
vicing the computer. (4) The form of numbers to be transmitted to the
computer from external inputs, and the form in which output quantities
must appear.

6.1.4.2.3. SUBTRACTION OF BINARY CoDED DECIMALS. Subtraction
of one binary coded decimal, d;, from another, dz, may be accomplished
by adding the ten’s complement of di, i.e., (10*—d;) to d». Whenever
d, < d,, indicating a positive or zero remainder, a carry into the 10"
column is produced. This carry is discarded so that the net effect of the
operation is as follows

ds + (10 — 4,) — 10* = dy, — ds.

If d; > d., indicating a negative remainder, no carry into the 10" column
is produced. Therefore, the result of the operation is

dy + (10» — dy) = 10" — (d, — d,).



6.1. MECHANIZATION OF OPERATIONS 313

The absence of a carry into the 10* column can be used to indicate that
the difference is negative and in complementary form. If the minuend is
negative, the addition of the complement of the subtrahend would produce
(10* — d;) + (10" — d;). If the carry into the 10" column is discarded,
the difference is 10" — (d; + d.) indicating a negative result.

An advantage of the nine’s complement over the ten’s complement is
that conversion between it and true representation is more straightforward.
The use of the nine’s complement requires an end-around carry, but
this is a negligible complication in parallel systems and not always a
serious one in serial systems. If the nine’s complement of d; is added
to dg, the result is d» + (10* —1) — d;. Whenever d; < d., indicating a
positive or zero remainder, a carry is produced which is then added in
end-around fashion to the least significant digit. The difference then is
equal to [de+ (10" —1) —d,]— 10"+ 1 = dpy—dy. If di =2 ds, noO
carry is produced so the result of the operation is (10" — 1) — (d; — d2).
As in the ten’s complement system, the absence of a carry into the 10"
column is used to indicate that the difference is negative and in com-
plementary form.

In the nine’s complement system, addition of a number and its comple-
ment produces the minus representation of zero, as in any (radix — 1)
system. To obtain the difference of two like numbers directly as a plus
zero, a subtractor may be used. To add, the nine’s complement of a number
is subtracted, and to subtract, the number itself is subtracted. When a sub-
tractor is used, end-around borrows rather than carries must be con-
sidered. Example 6.7 illustrates the addition of 23 to O in a subtractor.

Example 6.7

Decimal  Binary-coded decimal

00 0000 0000
-23 0111 0110 Nine’s complement of 23
—1000 1010

—-———— >3 1 End-around borrow

1000 1001
0110 0110 Correction

23 0010 0011
The result 0010 0011 is the correct difference: 00 — (—23) = 23.

The correction term is required because, when using a subtractor, the
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difference must be corrected by subtracting six from each decimal code
group where a borrow has been produced out of the column, as shown
in Example 6.8, also.

Example 6.8
Decimal Binary-coded decimal
2 0010
5 0101
1 1101
0110 Correction
Difference (—) 3 (1 0111

The result, (1) 0111, represents the correct difference, —3, in ten’s comple-
ment form.

Whenever a straight binary-coded decimal number is subtracted from
another each four-bit decimal group that produces a borrow must be cor-
rected by subtracting six from it, and the difference then would be in the
form of a (10*)’s complement, which is referred to simply as a ten’s com-
plement. In Example 6.9, this process is illustrated for the case of two
three-digit binary-coded decimals. (The difference could be obtained in
nine’s complement form by use of an end-around borrow).

Example 6.9
Decimal Binary-coded decimal
257 0010 0101 0111
— 465 0100 0110 0101
1101 1111 0010
0110 0110 Correction
— 208 (=) oin 1001 0010

The result, (—) 792, represents the ten’s complement of the correct dif-
ference, 208.

Of the 70 weighted four-bit codes, referred to in Section 6.1.2.1., 18
including the commonly used (2, 4, 2, 1) code are self-complementing,
iee., the nine’s complement can be obtained simply by interchanging 1’s
and 0’s. A disadvantage of the (8, 4, 2, 1) code is that it is not self-
complementing: interchanging 1’s and O’s yields the 15°s complement. To
obtain the nine’s complement, either of the following methods can be
used: adding 6 to the (8, 4, 2, 1) representation and then inverting,
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or inverting first and then adding 10 to the result. In the latter case, the
carry out of the eight’s column is discarded, and effectively subtracts 16
from the result. That both of these procedures yield the nine’s comple-
ment of the digit d may be seen as follows

15—-(d+6) = (15-d)+10—-16 = 9 —d.

The nine’s complement may also be generated by means of a simple
logical network that produces the bits ¢; of the complement digit in
accordance with the following equations

= dl
€ = d2
¢4 = dydy + dod,

cs = (d2 + dy + dy)

These relations may be obtained by considering the truth table for the
nine’s complement (cscsczc;) as a function of the table defining the values
of the binary-coded decimals (dsd.d:d;). This scheme of conversion im-
plies that the bits of the binary-coded decimal must be available in a
parallel representation, for otherwise the functions ¢4 and c¢g could not
be obtained.

6.1.4.3. Comparators

A commonly encountered requirement in general purpose computers
and data processing systems is a test for the relative magnitudes of two
numbers, a and b. Three cases are possible: a = b, a < b, or a > b.
If the absolute values of both numbers are presented serially, least signifi-
cant bit first, the three cases can be distinguished by means of two flip-
flops as follows. Assume there are two R-S type flip-flops, F, and F», both
of which are reset to O prior to the comparison. The successive bits of
each number are referred to as 4 and B. Whenever AB occurs, Fj is set
to 1. Whenever AB occurs, F; is reset to 0 and F, is set to 1. If each bit
of a is equal to each bit of b, i.e., only the cases AB or AB occur, neither
Fynor F, is ever set to 1. To summarize, the input equations to F; and F»
are

fi = AB fo = AB

fi=R+ 4B fr=R

At the end of the comparison process, one of the following three condi-
tions will exist
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Ifa= b, Fll‘.z =1
Ifa > b, FiF, =1
Ifa <b, F =1

If it is only desired to distinguish between one of these cases and the
other two, only one flip-flop is required. For example, whether 4 > B,
or A < B can be determined by a single flip-flop, F, with the following
input equations

f=AB f=AB+R

If Fis 1 at the end of a word, it implies that 4 > B,andif F =1, 4 < B.
Another flip-flop, G, can be used to distinguish 4 < B from 4 = B by
testing for 4 = B

g=AB+ AB g=R

If G = 1 at the end of the comparison, it implies that 4 5= B.

With dynamic flip-flops, a test for A == B or A < B may be per-
formed as follows. A dynamic set-reset flip-flop F is initially set to 1 by
a pulse S. The flip-flop stays in this condition unless 4B occurs. Once
put in the 0 condition it stays there unless AB occurs. Since, if the flip-
flop is on, agreements, i.e., AB + AB, keep it on, it cannot distinguish
between A > B or A = B. At the end of the comparison process, F indi-
cates A > B, and Findicates A < B. The input—output relation is

A similar circuit could be used to indicate whether 4 << B, or A > B.
A test for equality may be performed as follows: A flip-flop, G, is initially
set to 1 by a pulse, S. The input G(4B + AB) causes the 1 state to be
maintained as long as corresponding bits in A and B are equal. The first
disagreement will interrupt regeneration of the 1 state which cannot then
be attained regardless of agreement of subsequent bits. At the end of the
comparison process, G = 1 indicates a = b, and G = 1 indicates a = b.
The input—output relation is

Gis1 = S + (4B + 4B)G..

6.1.5. MULTIPLICATION

In number systems other than the binary, multiplication is normally
performed by: (1) Inspecting each digit of the multiplier in sequence
and adding the multiplicand into the partial product a number of times
corresponding to the multiplier digit. (2) Shifting the partial product by
one digit place upon the completion of operation (1). Multiplication in
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the binary system is simplified because, since a multiplier digit can only
have the values O or 1, the number of additions between shifts will not

vary. The binary multiplication table is shown in Table 6.14.

TABLE 6.14. Binary multiplication table

0 1
0 0 0
1 0 1

There are a number of factors which must be taken into consideration
when providing for multiplication by a single programmed instruction,
e.g., the number of components that will be required, the maximum and
average specified execution times (in an asynchronous system) or the
standard execution time (in a synchronous system), round off procedures,
the way in which negative numbers are to be treated, etc. Some of these
items are considered briefly in the paragraphs following.

Multiplication is an operation consisting essentially of many additions.
These may be performed slowly by successive additions in a single adder
circuit, quickly by simultaneous additions in a large number of adders,
or at an intermediate speed using an intermediate number of adders. The
size of a multiplier increases with its speed and usually a compromise
must be made in its design between speed and size, taking into considera-
tion the size of the remainder of the computer.

As a general rule, the speed specified for a multiplication should be
arrived at after considering the speed of execution of elementary opera-
tions (e.g., add, subtract, information transfers) and the estimated rela-
tive frequencies of multiplications and elementary operations in the class
of problems to be solved by the computer. Since in general there will be
considerably more additions than multiplications in programs chosen
randomly, it is usually not economical to reduce the time required for a
multiplication to below, say, k times the time required for an addition
(where k is the ratio of additions or subtractions to multiplications).
This is not a hard and fast rule, but calls attention to the fact that when
considering increased complexity in equipment, the point of diminishing
returns should not be overlooked, considering both the economics of the
design and reliability of performance.

The product of two #-bit numbers may have as many as 2n significant
bits. Therefore, if full accuracy is required, provision must be made not
only to form the full 2n bit product in the multiplier, but also means
must be provided so that it may be transferred to and stored in the
memory. In those cases where it is neither convenient nor necessary for
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the full 2n bit product to be retained, means must be provided for rounding
off the product. Since the operands entering into a multiplication are
obtained from n-bit capacity storage cells, and since the products formed
must also be returned to these cells, it is convenient to round products to n
binary places. It is desirable that any round-off procedure adopted pro-
duce a mean error of zero, and also a relatively small mean deviation. In
other words, the errors introduced by the rounding process should cancel
out over a large number of round-offs, and the maximum error introduced
by one round-off operation should be relatively small. The production of
a mean error of zero in round-off procedures depends upon the assump-
tion that the remainders (i.e., the n least significant bits of a 2n bit
product) can be considered to be random numbers. There are programs
in which this assumption is not valid. The subject of round-off procedures
is considered in more detail in Chapter 9.

If each number is represented in terms of an absolute value plus a
sign, no difficulty is introduced when one or both of the factors is nega-
tive. The sign bits are merely ignored during the multiplication process,
and the correct sign bit appended to the product in accordance with a
simple comparison procedure which indicates whether the factors are
of like or opposite sign. If negative numbers are stored in a one’s com-
plement form, they may readily be converted to a signed form before
entering the multiplier. However, the signs of the operands must be
known prior to multiplication, and in a serial computer this may cause
a difficulty since least significant bits usually appear first. A negative
product would be converted to its one’s complement form before being
transferred to other parts of the machine. If negative numbers are in a
two’s complement form, the complexity of conversion to a signed form
usually leads to consideration of special multiplication methods that
operate directly on numbers in this form. Three such methods are de-
scribed in Section 6.1.5.1.6.

Another consideration that influences the design of a multiplier is
whether there is a requirement for either or both of the operands to be
available in the multiplier, after generation of the product, for use by the
programmer.

6.1.5.1. Binary Multiplication

A commonly used method of performing multiplication consists of
repeated addition of the multiplicand into appropriate orders of an accu-
mulator. This simple process is applicable whether the operands are pre-
sented in serial or parallel. A description of multiplication by both serial
and parallel accumulation is presented in the sections following.
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6.1.5.1.1. MULTIPLICATION BY PARALLEL ACCUMULATION. Wherever
a multiplier bit is 1, a partial product must be added, appropriately shifted,
to the accumulated sum of the preceding partial products. For example,
consider a multiplicand represented by by bs boby and a multiplier
a, a3 az a; = 1111, The first partial product is by bs b2 by and the second,
third, and fourth partial products are obtained by the process indicated
in Example 6.10.

Example 6.10
by by by by
1111

by by by by
by bg by by

P2gPa5P24P23P22P21
by by by by

P37P36P35P34P3a3P32P31
b, by b, b,

P4gP41P4aP45PaaPa3Pa2P g1

There are, basically, two ways of controlling the addition of the
partial products to the contents of the accumulator so that they are
entered in the proper orders. One is to cause the partial products to be
shifted before entry into the accumulator. The other is to always enter the
partial products into the same order of the accumulator, and to shift the
accumulated sum before entry of the next partial product. Although shift-
ing is a relative term, as a matter of convenience we shall refer to the
first scheme as shifting of the partial products, and the second as shifting
of the accumulated sum. Each scheme will now be described in more
detail.

In the scheme for shifting of the partial products, as many distinct
timing signals are provided as there are orders in the multiplier, a one-to-
one correspondence being established between a timing signal and an
order of the multiplier. Each partial product is channelled to the appro-
priate orders of the accumulator by means of a group of gates controlled
by these timing signals. The nature of these gates is indicated, for the
case of a four-bit multiplier, by Eq. (6-11).



320 6. ARITHMETIC OPERATIONS

r; = S3By
re — S3B3 + SzB4
rs — SaBz + SgBa + SlB4

rs = S3B; + S2Bs + S1Bs + SoB4 (6-11)
ry = S2B1 + S1B; + SoBs
re = S1B;1 + SoB:
rn = SoB1

In Eq. (6-11) r; represents the 1 input to the ith stage of the accumu-
lator, S; a line on which a timing pulse appears signaliing that the ith
bit of the multiplier is to be inspected and the ith partial product added,
and B, represents the ith bit of the multiplicand. The number of terms in
Eq. (6-11), and hence the amount of circuitry required, is a function of
the number of bits in the operands. The number of AND gates equals the
product of the number of bits in each operand, and the number of or
gate inputs is two less than this number.

An alternate way of shifting the partial products is indicated by Eq.
(6-12)

rqp = 52S134
re = S2(51B4 + S1B3)
rs = 8,51B4 + Sx(51B3 + S1B2) (6-12)

rs = 52(S1Bs + S1B3) + 528182 + S1By)

ry = Sy(81B3 + 51B3) + $2518,

ra = 8§(51B; + S1B1)

rn = SzSIBl.
Here there is no individual timing control line for each shift command.
Instead, an indication of the proper shift is provided by a binary-coded
signal appearing simultaneously on a number of control lines. For
example, the two control lines Sy, S, can provide the signals $,84, 8251, $251,
and S.S;, indicating shifts of 0, 1, 2, and 3 binary orders, respectively.
For practical lengths of the operands, this arrangement requires fewer
components than the preceding one. However, if the equations are mechan-
ized in the form shown, multi-level gates are required and if they are
expanded more gating elements are required.

In the scheme for shifting the accumulated sum, assume that there
is available an accumulator each stage of which can, upon command,
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shift its contents one bit to the right. Assume also that the bits of the
multiplicand B, ... B2B, are always entered into the same orders of the
accumulator, as shown in Fig. 6.28. The multiplication process is then as

Ponsi= fon L—___:ﬂ Rn+2L"Rn+l"' Ryt~ Ry A
B, B> B
Accumulator

|
|
I
} Register
|

Fic. 6.28. A shifting accumulator

follows: Each multiplier bit is examined in succession, and the multipli-
cand is added into the orders shown whenever the multiplier bit is equal
to 1. After each sum is produced, the contents of the accumulator are
shifted right. Note that after entry of the first partial product into the
accumulator, the least significant bit of the product is determined, and
that, in general, after entry of the ith partial product the ith order bit in
the product is determined. Therefore, the lowest n orders of the accumu-
lator are not required for summation, but need only provide the functions
of storage and shifting. Stage 2n + 1 is needed to temporarily store carries
from stage 2n. The advantages of shifting in the accumulator are now
apparent. First, far less combinational circuitry is required, e.g., in Fig. 6.28
the 1 input to an R-S flip-flop R, is R, 1S, where S is the shift command.
Secondly, less equipment is required for addition, the number of accumu-
lating orders being reduced from 2n to n+ 1. The arrangement shown
in Fig. 6.28 has another important feature in that the n least significant
orders of the accumulator can be used to store the multiplier before the
multiplication process begins. Each time the accumulated sum of the
partial products is shifted to the right, so is the multiplier. Therefore,
the addition of the partial products can be under control of the multiplier
bit in the least significant stage of the accumulator. At the completion of
the process the multiplier has been lost, but by that time it is no longer
needed. If needed subsequently in some other operation it can be obtained
from the position in storage from which it was copied into the accumulator.

6.1.5.1.2. MULTIPLICATION BY SERIAL ACCUMULATION. In a serial
computer, the registers for storage of the operands and product can be
either of the static or delay line type. In the latter case, shifts of informa-
tion must be relative to standard timing signals, and may be produced
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by the insertion of extra delays in the circulation path. A static storage
register could be used in a serial mode by causing the bits to be sensed
in sequence, automatically returning to the first bit in the sequence after
the last bit has been sensed. In both cases, a zero reference timing signal
is provided at the time the first bit of a number is to be read.

A particular scheme for serial multiplication using delay line registers
is shown in Fig. 6.29. At the end of the multiplication, one n-bit delay

Multiplier storage A A
Nbit delay # | Inv
s T,

T4; T4,

Multiplicand storage

F16. 6.29. A serial binary multiplier with delay line storage

holds the high order bits of the product and another the low order bits.
The multiplication process is as follows: First it is assumed that the oper-
ands have been entered into their respective circulating registers in phase,
i.e., corresponding orders of the two numbers are read or recorded at the
same time. Upon application of the multiplication command signal M, a
one bit delay is inserted into the recirculation loop of the multiplicand.
A timing signal T, which lasts one bit period, and reappears after a
period of n + 1 bits, is used to define the times at which successive bits of
the multiplier are inspected. Whenever a multiplier bit is 1, the flip-flop 4
is set to state A, allowing the bits of the multiplicand to pass via gate 3
to the adder. Because of the additional one bit delay in the multiplicand
recirculation loop, the bits of the multiplicand will become shifted one bit
with respect to their original timed presentation each time the loop is
traversed. This has the desired effect of causing a partial product to be
always automatically and correctly shifted with respect to the accumulated
sum. The least significant bit of the current accumulated sum always
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appears at the output of delay no. 3 at time T. Future additions of partial
products have no effect on this bit so it is sent to delay no. 4 via gate
no. 5. Delay no. 4 stores and recirculates the n/2 low order bits of the
product. Note that this arrangement is analagous to the multiplication
procedure using a static shift register where an adder was also used only
in conjunction with the upper half of the register. Since each shift, addi-
tion operation requires n pulse periods, the whole process is completed
after n? pulse periods. At that time gate 3 is closed and the most significant
half of the product can be read from delay no. 3.

Certain necessary details such as means for entering the operands,
starting and stopping the mulitiplication process, rounding off and with-
drawing the product have been omitted from the preceding descriptions
for the sake of brevity, since there are a great many possible ways of
achieving these functions. As far as round-off and storage of the
product is concerned, the following comments are pertinent. First, each
machine usually only has provisions for numbers of a fixed word length
both in the main store and operand register of the arithmetic unit. Nor-
mally this is adequate, for one is usually interested in retaining only the
most significant half of the product, even though the lower order bits are
sometimes useful as, for example, in interpolation programs. However,
there may be a requirement for temporary storage of the highest order
bit of the least significant half of the product to accomplish a particular
round-off procedure. Also, if a round-off scheme is used wherein an addi-
tion is made to the most significant bit to be dropped or the least signifi-
cant bit to be retained, an additional time of n bit periods is required to
produce the rounded product. (See Chapter 9 for a description of round-
off procedures.)

6.1.5.1.3. SERIAL-PARALLEL MULTIPLIERS. In a serial machine the
summing of the partial products is done successively by a single adding
circuit. The time required to sum the partial products may be reduced
by using several adders. The arrangement shown in Fig. 6.30 makes
use of n— 1 adders and is referred to as a serial-parallel multiplier,

Multiplier: 4,.... A2 4

FiG. 6.30. A serial—parallel binary multiplier
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since one operand, B,...B:B,, is presented in parallel and the other,
A,...AA,, is applied serially. It is one of the fastest types of mul-
tipliers. The question of which operand is the multiplier and which the
multiplicand is arbitrary. For the purpose of explanation it will be assumed
that A, . . . A2A; is the multiplier. If 4, = 1 the AND gates allow
the multiplicand to pass through and the least significant bit of the multi-
plicand appears at the output of adder no. 1 as the least significant bit
of the product. The other bits of the multiplicand must traverse a delay
equal to the period between the appearance of successive bits of the
multiplier. The chain of adders and delays is referred to as a multiplier
chain. The delays in the chain serve to store each accumulated sum until
the next partial product can be added, and also to shift it so that the
partial product is added to the correct orders. For example, when A4
appears, B,, Bs, and B, of the first partial product will arrive at the inputs
to adders no. 3, 2, and 1, respectively. If A, = 1, then B, B, and B,
will also be applied to adders no. 3, 2, and 1, respectively. Note that B,
of the first partial product, which is the first bit of the product, has already
been transmitted out of the multiplier, and that the B, just entered is not
required until the time of arrival of the next multiplier bit. Then it will be
added to a newly entered Bs, provided 4s = 1. The time required for a
multiplication is a number of bit periods equal to the sum of the bits in
the product.

The arrangement of alternate adding and delay circuits has an advan-
tage in that the number of delay circuits required is small, and also
that the delay inherent in each adding circuit can be compensated by a
corresponding deficiency in the delay of the following delay circuit. An
aperiodic form of delay circuit may be used which delivers its output pulse
at the beginning of a bit period even if the input pulse occurs late in
the preceding bit period. An interesting feature of this arrangement is
that the amount of equipment required is determined by the number of
bits in the multiplicand and is independent of the length of the multiplier.
However, both operands are normally of the same length.

An interesting variation of the serial-parallel multiplier is employed
in the University of Manchester computer. It makes use of the fact that
the amount of equipment in a serial-parallel multiplier is dependent only
on the number of bits in the operand arbitrarily termed the multiplicand.
To save equipment, the multiplier of the University of Manchester com-
puter is designed to accommodate only n/2 bits of the multiplicand at a
time. This necessitates breaking the multiplication process into two major
cycles and doubles the time required for multiplication. In the first cycle,
the n/2 least significant bits of the multiplicand, and in the second cycle,
the n/2 most significant bits, are used to control the output of the AND
gates. The bits of the multiplier are applied as before. Each “half-product”
is entered into an accumulator. The number of delay circuits between each
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gate of the multiplier chain and the output of the chain is correct during the
formation of the first half-product, but for the second half-product there
are in each case n/2 too few delays. This is corrected by adding the second
half-product to the n/2 most significant bits of the number in the accumu-
lator, which is equivalent to shifting the second half-product by n/2 places.

Four or five word periods are required, in the University of Manchester
computer, to execute simple instructions. This includes one word period
for looking up an instruction, one for transferring it to the control unit,
one for looking up the operand, and one or two for the actual execution.
The multiplication process just described requires only 14 word periods,
including look up of the multiplication instruction, extraction of both
factors from storage, and adding the product to, or subtracting it from,
the contents of the accumulator, A word consists of 20 bits of information
(which may be used as an instruction or a number) plus a four-bit blank
space. Since the clock rate of the computer is 100 kc, the word period
is 240 psec. Addition of a 40-bit number to the accumulator takes
1.2 msec, and addition of the product of two 40-bit numbers to the
accumulator requires 3.36 msec (a speed slow by present standards). The
high cost of a low ratio of multiplication to addition time is apparent from
the fact that nearly one fourth of the vacuum tubes in the computer are in
the multiplier.

In Fig. 6.31 there appears another scheme for reducing the equipment
in a serial-parallel multiplier. One operand, B, is applied serially on the
line shown. The quantities 2B and 3B are obtained from it by means of
a delay unit and an adder as shown. The bits of the multiplier are grouped
in pairs. Each pair can take on any one of four values, namely O, 1, 2,
and 3. Accordingly, either zero, B, 2B, or 3B is added to the adder
associated with each pair. Since the quantities applied to adjacent adders
in the multiplier chain are separated by a quaternary order, which is
equivalent to two binary orders, two-bit delays, 2D, are inserted between
adjacent adders. To illustrate how this multiplier operates, the multi-
plication of B = 111011 by A = 101101 will be described: The least
and most significant bit of B appear at time ¢; and #¢, respectively. The
bits of B, 2B, and 3B appear as shown in the timing chart, Example 6.11.

Example 6.11

s t; tg ty ty t3 tp 4
B 1 1 1 0 1 1
2B 1 1 1 0 1 1 0
3B 1 0 1 1 0 0 O 1
Since 4 = 10 11 01

AyA; = 01 = 1

Agdy = 11 = 3

Agdg = 10 = 2
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Therefore, B, 3B, and 2B are entered in adders no. 1, 2, and 3, respec-
tively. The product is obtained by summing these quantities as follows
111011

10110001
1110110

101001011111
The correctness of this result is readily verified.
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The time required for multiplication using the scheme of Fig. 6.31 is
about the same as for the scheme of Fig. 6.30. Comparison of the two
arrangements shows that for a large number of bits in the operands, the
saving essentially consists of replacing each of several adders with three
three-input AND gates. By grouping the bits of the multiplier in even
larger groups, and also operating on a group of the multiplicand simul-
taneously, the time for multiplication can be reduced further still. How-
ever, a substantial amount of additional equipment is then required.

Shift OR Shift
Accumulator
-1OR rl ! | Sum modulo 2
0 to inputs of 4;.,
3 — ]
[ OR[ 2 Switching G
Ci : network = C9,
cP |OR| (S, —

Multiplicand register

FiG. 6.32. Typical stage of an asynchronous binary multiplier

6.1.5.1.4. AN ASYNCHRONOUS MULTIPLIER. The asynchronous mul-
tiplier depicted in Fig. 6.32 is basically the asynchronous adder of Fig.
6.21(b) with auxiliary circuits. One of its important features consists of.
sending the bits of the accumulated sum directly to the next lower stage,
thereby eliminating the command and time required for a separate shifting
operation.

Whenever the multiplier bit is a 1, indicating that the contents of the
multiplicand register are to be added to the accumulator, a pulse is
applied to the no-carry input of the least significant stage. This pulse
passes in succession through all stages. The actual path followed is
determined by the current contents of the accumulator and of the multi-
plicand register. The switching network, composed of AND and oRr gates,
has four output lines labeled O, 1, 2, 3. Only one of these is activated
at a time, and in accordance with the number of the inputs 4, R,, and
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Ci_1 which have the value 1. If the total of these inputs is 2 or 3, a
carry is sent to the next more significant stage. If the total of these inputs
is 1 or 3, the value of their sum (modulo 2) is 1, otherwise it is 0. The
value of this sum is sent directly to the next less significant stage of the
accumulator. Small delays may be necessary in either the input or output
lines of the bistable elements of the accumulator if the delay in the action
of each of these elements is not sufficient in itself,

Whenever the multiplier bit is a 0, indicating that the only operation
to be performed is that of shifting the contents of the accumulator, a
pulse is applied to the shift input line of the least significant stage. This
pulse is propagated to the next stage via either gate O or gate 1 and an
OR gate, as shown in Fig. 6.32. In any stage except the least significant
one, the output of either gate 1 or gate O is also fed back via one of the
three-input oR gates to the input of the bistable element in the next less
significant stage of the accumulator, thereby effecting the shift operation.

The completion of either an add and shift, or a shift operation alone,
can be sensed by combining in an orR gate the outputs of gate 1, gate O,
and the switching network in the most significant stage. This signal, in
turn, can be used to initiate the next operation. It is not always necessary,
however, to await completion of one operation before starting the next.
It is actually possible to initiate a new operation as soon as the effects
of the preceding one have subsided in the least significant stage.

6.1.5.1.5. A SIMULTANEOUS MULTIPLIER. In a so-called simultaneous
multiplier, steady state signals representing the operands are applied
simultaneously, and after the decay of transients, signals representing the
product are available at the output lines. To see how a multiplier of this
type can be formed, consider the multiplication of a four-bit multiplicand,
asasa.a;, by a four-bit multiplier, bsbsbzb,, shown in Example 6.12

Example 6.12
a40a3G,0,
bybgbyby
ayby azb, ayb, a; by
agby agby a by ay by

asbg agbg ay by a, by
asby azgb, ayby a,b,

P, P, P4 Pg P, P, P, P,

When a multiplication is performed by a step by step procedure as in
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the accumulation method, never more than two a;b; terms plus a possible
carry from a less significant order have to be added in any order at any
given time. In simultaneous multiplication, the maximum number of
entries in any particular order depends on both the length of the operands
and their value. For example, for n = 4, the maximum number of a;b;
terms occurs in the order that generates P, and is equal to 4. If a,, as, as,
by, bs, and b; each have the value 1 then two carries will be produced in
the order where P; is generated, so that a total of six entries must be added
to produce P,.

If we employ only two and three-input adders, the sum of six entries
can be obtained by the use of two three-input and one two-input adders.
The maximum number of inputs for each column can be obtained by
assuming all bits of both operands equal 1. The maximum number of
entries in each order (which is equal to the number of ab; terms plus
the maximum number of carries from the next lower order) as well as
the maximum number of carries that can be generated by each order,
for n = 4, is shown in Fig. 6.33. The total equipment required consists

Max.
entries/column | 3 5 6 6 4 2 |
Max. carries
generated O | 2 3 3 2 ! 0
per column

Fi6. 6.33. A simultaneous binary multiplier

of a two-input AND gate for the mechanization of each ab; term plus
whatever adders are required to produce each P,. Figure 6.33 indicates
a particular interconnection of adders. However, any of a number of
other arrangements could have been chosen. Note, too, that the two
two-input adders in column P; and the oR gate in column Py are actually
equivalent to the three-input adder of Fig. 6.12 with the deletion of the
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one-bit delay feedback path. The time required for a multiplication de-
pends on the number of gates and adders through which the input signals
must pass before reaching the output. A reasonable estimate can be ob-
tained by determining the longest path which any input may have to trav-
erse. The price of high speed in this type of multiplier is the great number
of components required for practical lengths of the operands, this number
pyramiding as the operand length is increased.

6.1.5.1.6. MULTIPLIERS FOR OPERATING ON NEGATIVE NUMBERS
IN Two’s CoMPLEMENT ForM. In this section three different schemes
are described which can be used in mechanizing multipliers that can
operate directly on operands expressed in a two’s complement form.
In the first of these, a pseudo-product is formed, and a particular correc-
tion is applied to it, in accordance with which of the operands is negative
(all such corrections are referred to as end point corrections). The
second scheme does not require such end point corrections. Instead, the
normal multiplication algorithm is amended to compensate for negative
operands, as the succeeding partial products are formed. The third scheme
utilizes an algorithm for multiplication that is independent of the signs
of the operands. Each of these schemes will now be described in detail.

In the first scheme*, multiplication is always performed as if both
numbers were positive. Then corrections are applied to the result if one
or both operands is negative. Consider first the multiplication of two
positive numbers, as shown in Example 6.13.

Example 6.13

x4+ 01001  9/16
y+ 00111  7/16

1001
1001
1001

0.00111111 63/256

If the multiplier digit is 1, the multiplicand is added into the partial
product and the result shifted one place to the right. If the multiplier
digit is 0, only the shift is required.

* Goldstine, H. H. and von Neumann, J. [1947] Planning and Coding of Problems
for an Electronic Computing Instrument, Institute for Advanced Study, Princeton,
N.J. (US. Army Ordnance Contract W-36-034 ord 7481).



6.1. MECHANIZATION OF OPERATIONS 331

Consider next the case of a positive multiplicand and a negative
multiplier, as shown in Example 6.14.

Example 6.14

x+ 0.1001 x 9/16
b 1.1001 2-y) 7/16
1001
0
0
1001
0.01010001 (x—xy)
1.0111 -x
1.11000001 —xy —63/256

Note, first of all, that the multiplicand is not multiplied by the sign digit
of y. This is equivalent to multiplying x by 2—y)—1 = x—xy. In"
order to obtain the correct product, i.e.,, — xy, —x must be added to
x — xy. Therefore, if on inspection the sign digit of y is found to be 1,
indicating that y is negative, the complement of x is added to the product
x — xy already obtained to produce the correct product, —..xy.

Now consider the case of a negative multiplicand and a positive multi-
plier, as shown in Example 6.15.

Example 6.15

x— 1.0111 (2—x) —-9/16
y+ 0.0111 y 7/16
0111
0111
0111
10000 Sign only of x

0.10110001

1.0001 Final correction

1.11000001 — Xy — 63/256

If the sign digit of x is not included in the multiplication, the product
(1 — x)y is produced. To obtain the correct product, i.e., — xy, — y must
be added to (1 — x)y. However, in many computing machines, once a
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digit of the multiplier has been examined it is shifted to the right and lost,
i.e.,, no storage is provided for it in the arithmetic unit, for reasons of
economy. However, even though y is not available at the end of the
process for correcting the product, a procedure may be used whereby the
necessary correction is accomplished as the partial product is being built
up. This procedure is as follows: (1) Where y = 0, 1 is added to the
uncorrected product. This 1 may automatically be added in the correct
place if only the sign digit of x is added to the partial product when y = 0.
This sign digit occupies a position in the product of the same order as the
digit of y which was 0, and controlled its addition into the product. Since
it is desired to correct the partial product by the complement of y, 0
should be added to the partial product where y = 1, and 1 where y = 0,
except for the least significant place. The sign digit of x during any addi-
tion is entered into an order of the product equivalent to that of the digit of
y which controlled its addition into the product. (2) Since the operation is
halted before the sign of y is examined, a 1 in the sign position and a 1 in
the units position is added to the partial product as a final correction.
Inspection of the preceding example shows that the sum of the correc-
tions added is equal to 1.1001, which is the complement of y = 0.0111.

Finally, there is the case of two negative operands, shown in Example
6.16.

Example 6.16

x— 1.0111 2—x —9/16
y— 1.1001 2—y -7/16
0111
10000 (a)
10000 (b)
0111
0.10011111
1.0001 (c)
1.10101111 xy—x
0.1001 +x
0.00111111 xy 63/256

Here the sign digit of neither x nor y is included in the multiplication,
producing an uncorrected product equal to: (1—x)(1—y) =1—x—y
— xy. By adding the sign digit of x wherever y = 0, (lines (a), (b)),
plus the term 1.0001 (line (c)), the complement of —y, ie., +¥ is
added to the product. Note that since v is negative, its complement would
contain a O in the sign digit, but by writing the correction term with a 1



6.1. MECHANIZATION OF OPERATIONS 333

in the sign digit, the extra 1 in the product 1 —x —y + xy, is also cor-
rected for. This is due to the fact that, since all carries beyond the sign
are neglected, adding 1 is equivalent to subtracting 1. For example

0.0100 Ya
1.0000
1.0100 = — 34

The process is completed by adding the complement of —x, i.e., + x.

We will consider now the second scheme. Again, multiplication is
normal if both multiplier and multiplicand are positive. If either one or
both are negative, the normal multiplication algorithm is amended as
follows: (1) If only the multiplier is negative, then upon reaching the sign
columnar position in the multiplier, add the complement of the multipli-
cand into the partial product instead of the value of the multiplicand
(which would normally be done upon detection of a 1 in a columnar posi-
tion of the multiplier). (2) If only the multiplicand is negative, whenever
a 1 is detected in the multiplier, in addition to adding the multiplicand to
the partial product, add the value of the sign digit of the multiplicand to
all columnar positions of the partial product, extending through the sign
position. For the case where both multiplier and multiplicand are negative,
the multiplication algorithm includes both of these procedures. Specific
examples illustrating this method are shown in Example 6.17.

Example 6.17

Multiplicand 0.1101 13/16 Multiplicand 1.0011 - 13/16
Multiplier 0.1011 11/16 Multiplier 0.1011 11/16
01101 111110011
01101 11110011
00000 0000000
01101 110011
00000 00000
0.10001111 = 143/256 1.01110001 = —143/256
Multiplicand 0.1101 13/16 Multiplicand 1.0011 - 13/16
Multiplier 1.0101 - 11/16 Multiplier 1.0101 — 11/16
01101 111110011
00000 00000000
01101 1110011
00000 000000
10011 01101

]

1.01110001 = —143/256 0.10001111 143/256
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We will consider next a multiplication scheme that is independent of
the signs of the operands. It is described in a paper by A. D. Booth.*
At first glance, this scheme appears to be far removed from any of the well
known methods of multiplication. Briefly, successive addends in the par-
tial product are produced in accordance with the values of successive pairs
of bits in the multiplier. Starting with the least significant bit, each bit in
the multiplier is compared with the bit lying to the right of it (the bit
lying to the right of the least significant bit is always considered to be
zero). Each pair of bits can assume four different configurations. The
operation performed in building up the partial product is determined
according to which configuration exists at each step. If the bits of the
multiplier are designated by ao.a; a2 a3 . . . a, and the bits of the multipli-
cand 7 by ro.r; 2 75 . . . 1y, the algorithm for multiplication may be stated as
in Table 6.15.

TaBLE 6.15. Rules of multiplication based on values of successive pairs of bits
in the multiplier: ay.a,a.a3...4,.

Value of successive

multiplier bits Operation
a %41
For i 5« 0:
0 0 The current partial product is shifted one bit to the right.
0 1 The multiplicand is added to the partial product, and then
the new partial product is shifted one bit to the right.
1 0 The two’s complement of the multiplicand is added to the

partial product and then the new partial product is shifted
one bit to the right.

1 1 The current partial product is shifted one bit to the right.
For i = 0:
0 0 Do nothing.
0 1 Add the multiplicand to the partial product.
1 0 Add the two's complement of the multiplicand to the
partial product.
1 1 Do nothing.

The steps in the multiplication of — 13/16 = 1.0011 by — 11/16 = 1.0101

* Booth, A. D. [1951] A signed binary multiplication technique, Quart. Journ.
Mech. and Applied Math, 1V, Pt. 2, 236-40.
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are shown in Example 6.18. It is assumed that the product is formed in
an accumulator, the left half of which only can form sums, and both
parts of which can shift their contents to the right.

Example 6.18

Contents of accumulator

Left half Right half
2—-r O 1 1 0 1
Shifted sum 0 0 1 1 0 1
r 1 0 0 1 1
Sum 1 1 0 0 1 1
Shifted sum 1 1 1 0 0 1 1
2—-r O 1 1 0 1
Sum 0 1 0 0 1 1 1
Shiftedsum 0 0 1 0 0 1 1 1
r 1 0 1 1
Sum 1 0 1 1 1 1 1 1
Shifted sum 1 1 0 1 1 1 1 1 1

2-r 0 1 1 0 1

Sum O 1 0 0 0 1 1 1 1

The product 0.10001111 = 143/256 appears on the bottom line. Two
points should be noted in the procedure for producing the product. First,
during the addition of addends to the partial products, that part of the
partial product which is in the shift register is left undisturbed. Second,
during a shift operation, the value of the sign bit in the accumulator
remains unchanged.

6.1.5.2. Decimal Multiplication

Most stored program digital computers operate in the binary system
internally. Usually, information is entered and read out in a binary-coded
decimal form. Input and output conversion programs are used to
effect the transition from binary-coded decimal to binary and vice versa,
respectively. In some machines, especially those for business applications,
it may be desirable for the machine to operate internally in the binary-
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coded decimal system. Then data can be entered and read out without
conversion. Decimal multipliers generally are more complex than binary
multipliers and there are a great number of schemes on which such mul-
tipliers can be based. However, only a few of them will be described here.

6.1.5.2.1. MULTIPLICATION BY REPEATED ADDITION. In this
scheme, the digits of the multiplier are inspected in sequence, and each
partial product is formed by adding the multiplicand a number of times
equal to the multiplier digit. A convenient way of controlling the
process is to shift each digit of the multiplier into a decimal counter.
If the number in the counter is not 0, the multiplicand is entered into
an accumulator, and 1 is subtracted from the contents of the counter.
This process is repeated until the counter contains 0. Then the next more
significant digit is entered into the counter. Whenever a new multiplier bit
is placed in the counter, a signal is also produced which causes the next
partial product to be appropriately shifted when added to the accumulated
sum.

One way of lessening the time required to produce the product is to
use a subtractor as well as an adder. Then, the partial products called for
by multiplier digits 6 through 9 can be obtained by subtracting the multi-
plicand a number of times equal to the ten’s complement of the multiplier
digit and then adding 1 to the multiplier digit in the next higher order.
This scheme reduces the number of operations required, on the average,
to generate the product. For example, consider the multiplication of some
number, M, by 28. Instead of adding M eight times, and then adding 10M
twice (a total of ten operations), M would be subtracted twice, and 10M
would be added three times (a total of only five operations).

Another way to increase the speed of a repeated addition process is to
generate double the multiplicand. If both 2M and M are made available,
the generation of any multiple of M, from 2 through 9, can be made
with fewer additions than if only M were used to build up the partial
product. Generating 2M from M, when M is expressed as a straight binary-
coded decimal, is relatively simple. The value of each order in the doubled
digit and the carry can be obtained by relatively simple logical circuits,
each of which generates the value of a particular order in 2d from the
logical sum of all values of d that produce it. For example, from Table
6.16, the values of d that produce a 1 in the Dy, position of 2d are given
by the Boolean equation Dyy = Dy4Dy3D12D11 + D14D13D12D4;. A doubler
can thus be formed from simple combinational circuits that produce the
values of Dgs, Dyy, D23, Dao. The case of Do, is trivial since it is always
equal to O.
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Another multiple that is relatively easy to generate is the fifth. Inspec-
tion of Table 6.16 shows that the value of the least significant bit of d
can be used to indicate whether the right hand part of 54 is 0 or 5, and
the other three bits of d correspond to the left hand part of 54, ie., to
the value of the carry. Another way of producing the fifth multiple is to
first divide d by 2 and then multiply the result by 10. The division by 2
is accomplished simply by a shift to the right. If d is odd, there is a carry
to the next lower order digit. The carry always has the value 5, and is
added to the lower order after the latter has been divided by 2. Finally,
the multiplication by 10 is accomplished by a shift of one digit to the left.

TABLE 6.16. Second and fifth multiples of the
straight binary-coded decimal

d 2d 5d
Dy4D13DyoDyy DyyDyyDy3DyyDyy

0000 0000 0000
0001 0o10 0101
0010 0100 1 0000
0011 0110 1 0101
0100 1000 10 0000
0101 1 0000 10 0101
0110 1 0010 11 0000
0111 1 0100 11 0101
1000 1 o110 100 0000
1001 1 1000 100 0101

The generation of multiples other than the second and fifth introduces
complications. This is because carries added into any given order may
affect the value of the carry to be added to the next higher order. Such a
situation cannot occur with doubling or quintupling, for the sum of any
left and right hand part of 2d or of 5d cannot exceed 9. This is shown in
Table 6.16.

If one provides two doublers and a quintupler any multiple may be
formed as needed with only one addition operation by causing these
units to be connected in various ways under control of the multiplier digit.
The output of one doubler is used as an input to the other, thereby generat-
ing the fourth multiple. All multiples from 2 through 9 can be obtained by
combining the multiplicand B, and the outputs of the doubler, 2B, the
quadrupler (i.e., the two cascaded doublers), 4B, and the quintupler, 5B,
as shown in Example 6.19.
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Example 6.19

Multiple desired Required inputs to adder

B B

2B _

3B 2B, B

4B —

5B —

6B 5B, B or 4B, 2B
7B 5B, 2B

8B 4B, 4B

9B 5B, 4B

Any of the schemes that have been described for generating multiples
can be combined. The average number of operations per multiplier digit
shown below is approximate for schemes using subtraction only in that
any carry beyond the most significant digit is neglected. (Also, in determin-
ing this figure for such schemes the carry to the next higher order may be
neglected because its effect over all values of a digit cancels out.

Addition only 4.5
Addition and subtraction ~ 2.5
Addition and doubling 2.5
Addition and quintupling 2.5
Addition, subtraction, and doubling ~ 1.5

Addition, subtraction, doubling and quintupling ~ 1.3
N-tupling (simultaneous generation of all multiples) 0.9

6.1.52.2. A SERIAL-PARALLEL MULTIPLIER. Serial-parallel binary
multipliers are described in Section 6.1.5.1.3. An arrangement for
handling numbers expressed in a decimal code is considerably more
complicated. A particular one is shown in Fig. 6.34. It is assumed
that the individual bits of each digit in both operands appear in
parallel. Accordingly, each heavy line in Fig. 6.34 actually represents
four lines. The digits, A4, of the multiplier are presented in parallel, and
the digits of the multiplicand appear serially. It is assumed, also, that all
nine multiples of the multiplicand are available from some type of N-tupler
arrangement. The proper multiple of the multiplicand, corresponding to
the value of a multiplier digit, is channeled into a decimal adder via a
40-input, four-output many-to-one function table controlled by the mul-
tiplier digit. The inputs to each table consist of four lines carrying the bits
of the multiplier digit, A, and 36 lines carrying the nine possible multiples
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8
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|
Many- Many- Many- L.
one [~4n| 1 one [—42 one [A
|
Product
={Decimal| Sum Decimal|Sum
Delay } [ adder _' r adder H
Carry Carry

Fic. 6.34. A serial-parallel decimal multiplier

of the multiplicand digits. The one-digit delays associated with each adder
serve two functions. They appropriately shift each partial product before
it is added to the partial product in the next lower order, and also delay
the carries generated in the summation of partial products. The digits of
the product will appear serially at the point shown. The time required for
generation of the product is the time required for serial transmission of
the digits of the product.

6.1.5.2.3. MuLTIPLICATION BY HALVING THE MULTIPLIER AND
DOUBLING THE MULTIPLICAND. A multiplier of this type is shown in
Fig. 6.35. One factor, say the multiplier, is repeatedly halved while the

Shift ——-{ I.l__L Decimal
L register Doubler Gate | coumuiator
Multiplicand
|
L Shift
register Halver
Multiplier Carry out of

lowest order
of halved factor

F16. 6.35. Decimal multiplication by halving one factor, doubling the other

other is doubled. This process is continued for a number of cycles until
the multiplier has been reduced to 0. Whenever a remainder of 1 is ob-
tained from halving the multiplier, the product of the multiplicand and
the appropriate power of 2 is entered into the accumulator. This remainder
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can be anticipated, since it will always occur when the least significant
digit is odd, indicated by the least significant bit of the lowest order
binary-coded decimal digit being equal to 1. Essentially, the binary-coded
decimal multiplier is converted to a pure binary number (see Section 6.4.3)
in which the location of 1’s is determined by where there are remainders.

Example 6.20 Multiplication of 36 by 13

Halved Remainder Doubled Partial
operand operand products
13

6 1 36 36

3 0 72

1 1 144 144

0 1 288 288

468

Note that the sequence of the remainder bits forms the binary equivalent
of the multiplier: 1101. Accordingly, the product is (23 + 22+ 1) times
the multiplicand.

Halving can be accomplished by shifting each binary-coded group one
bit to the right. Whenever the least significant bit of a group is equal to
1, indicating there will be a remainder (or carry to the next lower order)
after a shift, the number 5 must be added to the next lower order. The
addition of the carry, 5, to any order cannot cause another carry because
no code group can have a value greater than 4 after a shift, and before
addition of the carry.

6.1.6. DIvISION

6.1.6.1. Binary Division

6.1.6.1.1. TrIAL aAND ERROR OR RESTORING METHODS. In working
out any division process, three important items must be taken into account.
Each of these is described in the paragraphs following:

First of all there must be a determination of the correct orders of the
dividend from which the divisor is to be subtracted initially. Because a
computer does not ascertain relative magnitudes by observation, rules dif-
ferent from those used by humans must be used. One way to facilitate the
initial subtraction problem is to place restrictions on the relative magni-
tudes of the dividend and divisor. In a fractional computer the restriction
on the size of the operands is simple: the divisor must be larger than
the dividend, or else the quotient would be greater than one, and beyond
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the capacity of the machine. A simple way to test for this is to line up
the binary points and subtract the divisor from the dividend. If the
remainder is negative, the divisor is greater than the dividend. The initial
steps of a division process may be modified to meet special situations,
as for example, in a machine with built-in floating point representation
of numbers. (See Section 6.3). In this case, an automatic shift, with
corresponding adjustment of an exponent, can be actuated which will
cause the mantissa of the dividend to be less than that of the divisor.

Another important item is the procedure to be followed when sub-
traction of the divisor from the dividend or a remainder produces a nega-
tive result. An obvious way to nullify the subtraction is to add the divisor
back into the remainder. Whenever the subtraction of the divisor from the
old remainder leaves a new, positive remainder, or when the divisor is
added back to the old remainder to restore the previous remainder, the
divisor is shifted one place to the right before being subtracted from the
new remainder. The number of additions and subtractions required to
complete a division can be reduced as follows: Instead of correcting a
negative remainder by adding the divisor back, the remainder may be
shifted one place to the left before adding the divisor. The operation of
the first method can be expressed as +y — y/2 and that of the second
as simply + y/2. If, after adding y/2, the remainder is still negative, it is
known that the next quotient bit is 0, and the divisor is shifted another
position to the right and added. The second procedure, which is equally
applicable to serial or parallel machines, may be summarized as follows:
(a) Test the dividend and each remainder. If it is = 0, subtract the
divisor, otherwise add. Whenever, after an addition or subtraction, the
remainder is => 0, a 1 is recorded in the quotient, otherwise a 0. (b) Shift
the remainder one place to the left and repeat step (a).

A third procedure which has several variations is similar to the pencil
and paper method of division. The divisor is compared with appropriate
orders of the dividend or remainder and a subtraction is executed only
when the comparison indicates the new remainder will be positive. If the
digits appear with the less significant digits first, a comparator (see
Section 6.1.4.3) may be used. The final setting of the comparator indi-
cates whether a negative remainder will be produced by the subtraction
of the divisor from the old remainder. An over-all system of operation
can be devised wherein the comparison for the succeeding subtraction
is performed at the same time that a given subtraction is being executed.
Also, if the machine has a type of accumulator (Fig. 6.26) wherein the sign
of the difference is available before the difference itself is formed, the sign
may be tested and the subtraction aborted if a negative difference is in-
dicated.
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An example of binary division is given in Example 6.21. Since each
digit can be only 1 or 0 more than one trial is never required before a
restoration

Example 6.21

x 7/16 XXXX Quotient digits
'; = 70/16 0.1011
0.1010 ] 0.0111 0000
0.1010

Restore

0.01110
0.01010

0.001000 1
0.001010

Restore

0.0010000
0.0001010

0.00001100 1
0.00001010

0.00000010 1

The third major item to be considered in a division process is the
disposition of the remainder after the quotient has been obtained to the
precision desired. Each of the three procedures described for producing
a quotient yields a value for the quotient that represents the largest
multiple of the divisor equal to or less than the dividend. The final re-
mainder is the difference between this largest multiple and the dividend.
There are occasions when the final remainder may be of use to a pro-
grammer. To obtain the final remainder, it is necessary that the divisor
be added back into the orders from which it was last subtracted. This is
casily done if the first method of correcting a negative remainder is used.
However, in the second method a special operation is required because
the normal procedure is to shift the remainder left once before adding.
Also, in some cases the final remainder must be obtained by a subtraction
instead of an addition, The corrective steps which must be taken at the
conclusion of the division process cause substantial complications in the
design. Usually, however, the final remainder is of no interest and, there-
fore, discarded. Even then, it may be obtained when needed by subtracting
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the product of the unrounded quotient and the divisor from the dividend.

The preceding description of the division process considered only
positive operands. This does not introduce any loss of generality if the
operands are in signed form. As in multiplication, the signed bits are
ignored except for the simple comparison required to determine the sign
to be attached to the result. Each of the division procedures described
can also be used for operands expressed in a two’s complement form.
For example, the second procedure for correcting a negative remainder
may be modified in the following way (a) Test the dividend or re-
mainder. If it is zero or has the same sign as the divisor, subtract the
divisor, otherwise add. Whenever after an addition or subtraction, the
remainder is found to be zero or have the same sign as the divisor, a
1 is recorded in the quotient, otherwise a 0. (b) Shift the remainder one
place to the left, and repeat step (a).

A negative quotient appears in complementary form. The binary point
is after the first recorded bit. Complications arise in the determination of
the least significant quotient digit. A possible round-off procedure is to
always place a 1 in the least significant place of the quotient. When this
procedure is used, the two’s complement representation of operands is
satisfactory. If a more accurate round-off procedure is required, it is
preferable to convert the operands to a signed form before the division
process.

6.1.6.1.2. THE NONRESTORING METHOD OF DivisION. The methods
of division described so far fall for obvious reasons into the category of
so-called trial and error, or restoring methods. A different scheme, referred
to as the nonrestoring method, has the following important advantages:
First of all, it eliminates the operations of inspecting the remainder and
restoring it when required. Secondly, it requires no extra correction op-
erations if dividend and/or divisor are negative.

In a nonrestoring method, —1 should be used in the quotient if the
divisor y is added to the remainder, and +1 if y is subtracted. Since an
accumulator is to be used to hold the dividend and, subsequently, the
remainders, it is more convenient to store the quotient digits in a register
rather than an accumulator. However, a difficulty arises from the fact
that the quotient register has no way of distinguishing —1 from +1. One
solution is to place a O in the quotient wherever a —1 should appear,
and to seek a simple relationship between this pseudo-quotient and the
true quotient. Such a relationship will now be derived: We begin by
writing an expression for the new remainder r, in terms of the old re-
mainder r;_,, the pseudo-quotient digit p;, and the divisor y.
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re = 2r,_1+ (1-2p1)y (6-13)
if pp = 0, e = 2rp_aty
if pp, = 1, re = 2rp_1—Yy

The factor of 2 appears in the recursion equation (6-13) since the old
remainder was shifted to the left before the addition or subtraction of y.
Multiplying Eq. (6-13) by 2—* yields

2=kp, = 27— Dy 4 [27F ~ 2= G Dip]y.
Setting k = 1, 2 and designating the initial remainder ro by the dividend x:
2=y, = x+ (21— 2%))y
272, = 27+ (272 —271py)y
= x4+ [(2-14+2-2) — (2%; + 27 1pa) Iy.

In general
2=, = x+ |: E;"‘ - E;“"‘”Pk]y (6-14)
1 1
where
22—" =01+001+0001+... =0.111... = 1-2"" (6-15)

1

Substituting (6.15) in (6.14), and transposing

x = [-1+2-7+ 22—("—1)pk]y +2-m,,
1
Finally
x ~ 2-"r,
2= +2—"+22—("“1’pk]+ s (6-16)

1

In Eq. (6.16), the first digit, p; of the pseudo-quotient corresponds to
the sign digit since for k = 1, 2= ®~Dp, = 2%;, ie., p; is in the 2°
position, which is the sign position. From Eq. (6-16), it is clear that to
convert the pseudo-quotient to the true quotient it is only necessary to
add (2-"— 1) to the pseudo-quotient. Since carries beyond the sign posi-
tion are discarded, subtracting 1 is the same as adding 1. Therefore, the
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true quotient may be formed by transferring the pseudo-quotient from
the register into the accumulator and adding units into the sign digit and
the least significant digit.

Note that in doubling the remainder in the division process described,
the sign digit is lost. This introduces no error. The addition or subtraction of
the divisor is always such as to decrease the absolute value of the re-
mainder. If it is specified to begin with that |x| < [y|, [2x—y| < |y|
and, in general (|2r] —|y]) < |y|. If also, |x| < 1, ([2r| =y < 1,
and therefore the result of the operation is always within the capacity of
the registers.

The procedure of division just described is summarized by the follow-
ing set of rules: (1) Compare the sign digit of the divisor with that of the
remainder. (2) If the signs are alike, place a 1 in the pseudo-quotient,
shift the remainder one binary place to the left, and add the complement
of the divisor to the shifted remainder. If the signs are not alike, place
a 0 in the pseudo-quotient, shift the remainder one binary place to the
left, and add the divisor to the shifted remainder. (3) After the pseudo-
quotient has been obtained through the 2——Vth binary place, add
(1+ 2-7) to it to produce the true quotient. See Examples 6.22 and 6.23.

Example 6.22

= _16 . 1010 [0OII1 x=r,
y 10/16

0.1110 py =1
1.0110

0.0100 r

0.1000 p, = 1
1.0110

1.1110 7y

1.1100 ps = 0
0.1010

0.0110 re

0.1100 Py =1
1.0110

0.0010 Ty

Pseudo-quotient 1.101
Correction 1.0001

True quotient 0.1011
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The solution can be checked by substituting the result in Eq. (6.16)

2—n
_:- = [True quotient] + Tn
2—-4¢ (0.0010)
= 01011 + ———
0.1010
2—4(1/8
=11 /16+4)_

5/8
= 0.6875 + 0.0125 = 0.7000

Example 6.23

y — —10/16

Pseudo-quotient 0.010
Correction 1.0001

True quotient 1.0101

Check

2—n,

* = [True quotient] + i

y

2—4 (0.0010)

10110
2—-1 (1/8)

= - 11/16+ ——cp—

= —0.6875 —0.0125 = —0.7000

= 1.0101 +

x 7/16 . 1.0110 | 0.0111

X =T

Iy

pp=0
P =0
pg =1
Py =0
ry
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If a machine does not have a built-in facility for division, division may
still be accomplished by means of a program based on an iterative formula
not explicitly involving division (see Section 6.2.2).

6.1.6.2. Decimal Division

Decimal division presents the same general problems as binary division.
Again, the correct orders of the dividend from which to subtract the
divisor must be determined, because the equivalent of visual inspection
is not readily mechanized. A simple automatic procedure, approximate but
adequate to determine relative magnitudes of divisor and dividend is to
sense the zeros in all orders higher than the highest order containing
a nonzero digit. Then, the highest order nonzero digits in each operand
can be lined up automatically. This procedure may sometimes cause
the first quotient digit to be zero, but there is no objection to this. In
floating point machines (see Section 6.3), automatic means are pro-
vided to cause the digits in each number to be shifted so that the highest
order nonzero digit appears at the left end of the number.

Another problem is when to stop subtracting the divisor from one
set of orders of the dividend, and start subtracting it from a less significant
set of orders. The most straightforward solution is to use the restoring
method of division wherein the divisor is repeatedly subtracted from one
set of orders of the dividend until a negative remainder is produced. The
actual number of operations (subtractions and additions) required to
produce each digit of the quotient is then two greater than the digit,
since an extra subtraction and a subsequent compensating addition will
always be made. An exception occurs in the case when nine subtractions
of the divisor are performed without producing a negative remainder.
Then, unless an error has been made, it is known that the quotient digit
must be nine, and the extra two operations can be suppressed.

Another general problem, that of round off of the quotient, is dis-
cussed in Section 9.4.

A number of schemes are available for increasing the speed of the
division process. In one scheme, instead of restoring the remainder after
it becomes negative, one shifts the divisor D to the right and repeatedly
adds it to the remainder until it becomes positive. This method is based
on recognizing that 10"D = 10(10"—1)D and therefore 10"D—j(10"~1)D
can be replaced by (10—j) (10"—!)D where n is the most significant order
of the quotient, and j the number of iterations causing a negative remainder
in the conventional restoring method. In this modified scheme the quo-
tient digit g equals j—1 or 10—k, where k& is the number of additions.
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Dividend: 1111 62 iz kg iy
Divisor: 382 1
729
382 2
347
382 3
—965 62
382 31
003 82
3 82 312

Quotient: (j3—1)(10-k,)(j,—1) =2 9 1

Doubling or quintupling schemes may also be used for decimal divi-
sion. When using quintupling, the first quotient digit is determined by
subtracting the quintupled divisor from the dividend. Whether this or any
subsequent subtraction of 5D is followed by an addition or subtraction de-
pends on whether that operation changed the remainder’s sign. In keeping

TaBLE 6.17. Outline of division procedure utilizing quintupled values
of the divisor

Quotient digit Subtractions first Additions first
0 ~5SD+D+D+D+D +5SD+D+D+D+D
1 -5SD+D+D+D+D +5D+D+D+D+D
2 —5D+D+D+D +5D+D+D+D
3 -5D+D+D +5D+D+D
4 -5D+D +5D+D
5 —-5D—-D +5D—-D
6 -5D—-D-D +5D-D-D
7 -SD—-D—-D-D +5D—-D—-D-D
8 -5D~-D-D-D-D +5D—-D—-D—-D-D
9 —-5SD—-D-D—-D-D +5D-D—-D—-D-D

with the procedure described in the preceding paragraph, whenever a
negative remainder results from one of the sequences of operations shown
in Table 6.17 (the case for digits 0, 5, 6, 7 and 8) it is not restored
and the next sequence is added to it after a one digit shift to the
right. On the average there are 3.8 operations per quotient digit.

If doubling is combined with quintupling, addition, and subtraction,
as shown in Table 6.18, operations per quotient digit are reduced to 3.4.
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TaBLE 6.18. Outline of division procedure utilizing quintupled and
doubled values of the divisor

Quotient digit Subtractions first Additions first
0 —5D+2D+2D SD+2D+2D
1 ~-5D+2D+2D—-D SD+2D+2D—-D
2 —5D+2D+2D-D SD+2D+2D-D
3 -5D+2D-D SD+2D-D
4 -5D+2D—-D sD+2D-D
5 -5D—-2D+D SD—2D+D
6 —-5D-2D+D SD-2D+D
7 —-5D-2D-2D+D SD—2D—-2D+D
8 ~-5D—-2D-2D+D SD—-2D-2D+D
9 -5p-2D-2D 5SD—-2D—-2D

For the quotient digits 0, 1, 3, 5, and 7, the remainder after the indicated
operations will be negative, and therefore addition should be used first to
obtain the next quotient digit.

The number of operations per quotient digit may be reduced to 1.0
if all nine multiples of the divisor are provided. Then, each multiple
can be compared with the dividend or remainder in a separate comparison
circuit, and the quotient digit determined by the largest multiple which
leaves a positive remainder after subtraction. Each comparison circuit can
be simpler than a subtractor for only the sign of the difference is required.
After the determination of the quotient digit is made, it is actually sub-
tracted from the remainder. In a serial computer, the comparison process
for determining the next quotient digit can proceed simultaneously with
the subtraction of the divisor multiple corresponding to the quotient digit
just determined.

6.2. Algebraic and Trigonometric Function Generation

6.2.1. DERIVATION OF A GENERAL ITERATIVE FORMULA

To find a root of the equation, f(x) = 0, begin by estimating a value
x,. If the point x, is chosen at random, a point x,,; closer to the root
(see Fig. 6.36) may be found by means of the Newton-Raphson iteration
procedure, which is based on use of the following equation

Xnt1 = X, — f(xn) cot @ = X, — f(x,)/f (x2). (6-17)
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f(x)
7

= |
7o |
Xn+| Xn X

Fic. 6.36. Approximation to the root: x, ., = x, — f(x,)cot §

With an initial estimate of x,, successive application of Eq. (6-17) will
yield progressively better approximations to the root.
Let f(x) = x? — a, then f(x) = px*—! and

_ . _(x=a\ _ (prr—x*+a\ _ (at+tx*(p—1)
Xat1 = Xn pxp—1 = px?—1 = px?—1
X=X, X=X, X=X,
(6-18)

Equation (6-18) is used in the sections following as the basis for the
derivation of specific iterative equations to determine the value of recipro-
cals, square roots, and higher order roots.

6.2.2. COMPUTATION OF THE RECIPROCAL

If in the expression f(x) = x? — a (see Section 6.2.1), one substitutes
p = —1, the result is

fx) = (1/x) —a. (6-19)

The root of this equation is 1/a. Therefore, if p = — 1 is substituted in
Eq. (6-18), the following commonly used iterative equation for the re-
ciprocal of a number, q, is obtained

Xpp1 = —————"2 = —xa(ax, —2) = x(2 — axa). (6-20)

The normalized difference (Xn42 — Xnp1)/¥nt1 = (1 — ax,41) is equal
to (1 — ax,)? the square of this difference at the preceding step. If
the initial estimate of the reciprocal, i.e., xo, is good to a precision of 2~5,
three iterations will suffice to give a final result good to 2—%°. Since there
are two multiplications per iteration, a reciprocal can be obtained to the
desired accuracy in six multiplication times, and a quotient in seven.

A small table of 24 entries can be used to provide the initial estimate
of 1/a. To avoid overflows 2—5/a would be used, see Example 6.24.

Means for generating the reciprocal no longer has the importance
within digital computers that it once had, when a built-in division opera-
tion was not common in general purpose computers.
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Example 6.24

a 2~-8/a
.0001 .1
.0010 .01
.0011 .0010101
0100 .001
0101 .000110011
0110 .0001010101
0111 0001001001
.1000 .0001
.1001 .0000111000111
.1010 .000011001100
1011 .000010111010001011101
.1100 .0000101010
1101 .0000100111011000
1110 .00001001001
Jd111 .0000100010001

6.2.3. MEeTHODS OF COMPUTING THE SQUARE RooT

In this section a number of procedures for obtaining the square root
of a number will be described. We will consider first a procedure referred
to as simple iteration, based on the general iterative equation (6-18)
derived in Section 6.2.1. If in the expression f(x) = x? — a (see Section
6.2.1), p = 2 is substituted the result is

f(x) = x2—a. (6-21)

The roots of this equation are x = = V/a. Therefore, if p = 2 is sub-
stituted in Eq. (6-18), the following iterative equation for the square root
of a number a is obtained

Xay1 = Y2 (Xa + ). (6-22)

n
The initial estimate x, may be any plus or minus value, except zero. A
good estimate of xo, for small a’s, is a/2. The number of iterations re-
quired is a function of the argument, increasing as the argument decreases.
Note that a division operation is required for each iteration cycle. Equa-
tion (6-23) requires only one division, regardless of the number of times
the equation is applied, but requires multiplications for each iteration cycle

_ 3x, P
i

Equations (6-22) and (6-23) are both second order iterative equations.
This means that once a moderately accurate approximation has been
made, each application of the equation will double the number of signi-

(6-23)
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ficant digits in the approximation. Equation (6-23) requires a more
accurate first guess than Eq. (6-22) and the magnitude of x, must be
< (5a)1/2, Equations (6-24) and (6-25) are examples of third order
iterative equations

6a a?

Tnp1 = W6 Brat —— — —5) (6-24)
n 0 2” n4
Xpr =~ (15— 1% W, (6-25)

Another way of obtaining the square root would be to store a reason-
ably sized table of square roots and to use an interpolative procedure to
obtain roots for which there were no entries in the table. Such a table
would be cumbersome. A more desirable approach would consist of
having a table with just a few entries to provide a good initial estimate,
Xo, with which to start one of the iterative methods. The error at the
(n + 1)th iteration, (error),,, is approximately equal to (%) ((error),®
which converges rapidly for (error), < 1).

The procedure for extracting the square root to be described next is
known as the odd series approximation. It makes use of the fact that the
square root of the sum of a series of odd numbers: 1,3, 5, . .. has a value
that corresponds to the position of the highest term in the series. For
example, the sum of 1, 3, 5, and 7 is 16 and the square root of 16,
namely 4, corresponds to the position of 7 in the series 1, 3, 5, 7. The
nature of the odd series relationship is shown below

Series 1 3 5 7 9 11 13 15..
Sum of the series 1 4 9 16 25 36 49 64...
Square root of the sum 1 2 3 4 5 6 7 8

The actual procedure used to extract a root is essentially a restoring divi-
sion process utilizing artificial subtrahends based on the series of odd num-
bers. The procedure will be described for both the decimal and binary
system.

In the decimal system, the square root may be obtained by the follow-
ing procedure: (1) Separate the digits of the radicand into groups of two
digits each, starting from the decimal point; (2) Diminish the first
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group by 1, 3, . . . successively until a negative remainder is produced;
(3) Restore the remainder to its last nonnegative value. Put down as the
first digit of the root, the number of subtractions performed before the
last nonnegative remainder was reached; (4) Bring down the next group
of two digits, and form the new subtrahend by increasing the last sub-
trahend used (i.e., the one before that producing a negative remainder)
by 1, shifting it one place to the right, and adding a 1 in the place to the
right of it. These operations are continued until a remainder of 0 is
reached, or to as many significant places as desired. The extraction of
the square root of 489 is shown as Example 6.25.

Example 6.25

2 2 1 1 3
v 4 89 00 00 00
1
3
3
0
89
41
48
43
5
45
Restore
5 00
4 41
59
4 43
Restore
59 00
44 21
14 79
44 23
Restore
14 79 00
4 42 21
10 36 79
4 42 23
5 94 56
4 42 25
1 52 31
4 42 27

Restore
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Whenever there is a zero in the root, indicated by the need for a restora-
tion after the first of a new series of subtrahends is subtracted, the next
subtrahend is formed as follows: (a) increase the last subtrahend used
by 1, (b) shift it two places to the right, (c) after it place a O and then
a 1. Example 6.26 shows the use of this procedure for the extraction of
the square root of 95,481.

Example 6.26

3 0 9
Vi) 52 81
1
3
3
5
5
0
54
61
Restore
54 81
6 01
48 80
6 03
42 77
6 05
36 72
6 07
30 65
6 09
24 56
6 11
18 45
6 13
12 32
[ 15
6 17
6 17

In the binary system, the procedure is as follows: (1) Separate the bits
of the radicand into groups of two bits each, starting from the binary
point. (2) Begin the actual extraction operation at the first group of bits
from the left that does not contain two zeros. Align a 1 with the right-
hand bit of this group and subtract. The remainder will be nonnegative
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and a 1 is entered in the root for this group. For each double O group to
the left of this group, a 0 is entered in the root. (3) For all succeeding
groups, the trial factor to be subtracted from the remainder is the expres-
sion (4r,_, + 1), (if fractional arguments and r,_,, the approximate root
already obtained, are treated as if they were integers). The right hand digit
of the trial divisor is aligned with the right hand digit of the group for
which it is used, and subtracted. If the remainder is nonnegative, a 1 is
entered as the root for that group. If the remainder is negative, the root
is 0 and the subtraction is restored. See Example 6.27 in which the
square root of .10101001 is extracted.

Example 6.27

.1 1 0 1
V.10 10 10 01
1
1 10
1 01 = (4x1)+1
1 10
11 01 = (4x3)+1
Restore
1 10 01
1 10 01 = (4X6)+1
Check: .10101001 = 169/256
1101 = 13/16

6.2.4. CoMPUTATION OF HIGHER ORDER ROOTS

To obtain the cube root of a positive number 4, one can use any of a
number of third order equations and corresponding iteration functions
based on the Newton-Raphson method

Equation Corresponding iteration function
¥*-a=0 831(x): Xpp1 = 1/3(a/x2 + 2x)
x2—gl/2 = 0 832(x): Xpy1 = 1/3(2a3/x,2 + X)
x3/4—g/t = 0 83(Xx): Xnp1 = 1/3(4a'/4/x,1* — x).

Since the function gs;(x) does not involve any square root operation, it
is more convenient to use in a machine without a built-in square root
instruction. However, both g3»(x) and gs3(x) 'usually converge in fewer
steps than g3, (x).
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Iterative equations for the fifth, seventh, and ninth roots are listed
next.

For the fifth root
x4 —at =0 g5(x): Xoq1 = [(4a¥%/x1%) + x] + 5

For the seventh root
gr(x): Xpy1 = [B(ax)¥8 — x] + T*

For the ninth root
go(x): xoy1 = [8(a/x)V8 + x] + 9*

6.2.5. GENERATION OF TRIGONOMETRIC FUNCTIONS

Storing an extensive table of trigonometric functions makes excessive
requirements on the storage facilities of a computer. On the other hand,
generating these quantities from a single Taylor series expansion is not
desirable because the maximum error grows inordinately with the range
of the interval and, therefore, the number of computations required
becomes excessive.

Some simple methods superior to the ordinary Taylor series are avail-
able. They are:

(1) The use of expansions which have essentially the same accuracy
over the entire interval, e.g., Chebyshev polynomials, continued fractions,
or optimal rational approximations. For example, Hastingst has given the
following series which has an accuracy of 10— over the first quadrant:
sin (r/2)x = 1.570795x — 0.645921x3 + 0.079488x® — 0.004362x"

where: —1 <x <1

sin-x = x/2 — V1 —xF(x)

where: F(x) = 1.570788 — 0.214125x + 0.084666x® — 0.035757x®
+ 0.008649x*

and 0 < x <.

(2) The technique of dividing the interval of interest into n small
subintervals and using a Taylor series expansion about the center of
each interval. This requires the storage of the sine and cosine of n argu-
ments. A value of n = 16 is sufficient for an accuracy of 10~5 and
facilitates entry into the table. For example, if the angle x lies in the ith
interval and v; is in the center of the interval, then to the accuracy desired

* Hammer, P. C. [1955] “Iterative procedures for taking roots based on square
roots,” MATC, 9, 68.
+ Hastings, C., Jr. [1955] Approximations for Digital Computers, Princeton Univ.

Press.
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(x—v)? —cosvy (x—v)?
2 3l

(x—v)? (x —v)?

cos x = cos v, — sin vi(x — v;) — cos v; — A IS + 3

sin x = sin v; + cos v;(x — v;) —sin v;

where v; refers to the stored values of the argument.

(3) The sine and cosine of any argument, x, may be expressed in the
form sin x = sin (o +8) and cos x = cos (o + &), and each of these
expressions may be expanded to yield

sin (o + 8) = sin o cos § + ¢cos w sin §
c0s (w+8) = cos w cos § — sin w sin §

The values of sin w, cos » can be obtained from a small stored table,
and sin 8, cos & may be obtained by the following series approximations

. 88

sm8~8—T
82

cos § =~ 1 )

Any desired accuracy may be obtained either by increasing the table of
stored values or by increasing the number of terms in the expression$ for
sin §, cos 8. For a table of 16 values of the sine and the cosine, and using
the two term expansions for sin §, cos 8, the values of sin x, cos x may be
obtained with a precision of 10—5.

We will consider next some procedures for generating inverse trigo-
nometric functions. The Taylor series expansion for an inverse trigono-
metric function, e.g., sin—'x = x + x3/3! + 3x5/40 + ..., suffers from
poor accuracy, especially near x = 1. An interpolative scheme that is more
desirable, and which can be used to obtain both the inverse sine and cosine
is based on use of the following type of equation

€ xe?
vi—= T avi-=y T
If this equation were utilized, values of sin—!'x and /1 — x#* could be
stored. Although a higher order expansion is required for the inverse
trigonometric functions than for the trigonometric functions, the method
still is useful because only a few simple operations have to be performed

sin—1(x +€) = sin—x +

* Any subroutine involving the generation of the square root by an iterative method
without a good first approximation provided by a small stored table consumes
excessive time. Since the square root operation in this expression involves x (as
opposed to (x+ ¢)) no interpolation or iteration is required.
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on stored values, thereby reducing round-off errors and the time required
for computation.
Another scheme involves use of an interpolation formula of the form

sin=1(x, + €) = sin—1x, + a;sin—lx,_ + apsin—1x, 2+ ...
+ bysin—x, 41 + basin—lx, 0.

In this equation a,, b;, and b, are all dependent on e. In this procedure,
a set of values of sin —x, only must be stored. The inaccuracy of a small
table of entries is compensated for by using several entries on either side
of x,.

Some of the methods for computing trigonometric and other trans-
cendental functions in a general purpose type of digital computer are
summarized as: (1) Computation of the function from its series expan-
sion. (2) Generation of the function by means of a polynomial expres-
sion that adequately approximates the desired function to a required
accuracy over the range required. (3) Use of a relatively small table of
stored values and derivation of intermediate values by means of interpola-
tion formulas. (4) Numerical integration of a set of difference equations
whose solution represents the desired functions. It is not always readily
apparent which method is the most desirable. Among the factors that
must be considered are available storage space, storage access time, the
time required for each operation in the program, and the relative diffi-
culty in preparing different programs.

6.3. Scaling of Problems

6.3.1. ScALING FOR FIXED-POINT COMPUTATION

While no binary point actually exists in a computer, one can imagine
it to be between any two successive bits in a numerical representation.
The position of the point is determined by the choice of scale factor. The
determination of scale factors in a problem is referred to as scaling and
involves the following: (1) Defining the position of the radix point in
each of the input numbers based on the bounds of their magnitude.
(2) Following the behavior of the point in all of the computational steps.
(3) Knowing the position of the point in each of the final results. For
proper scaling, complete and accurate information about the bounds on
the magnitude of all numbers entering the computation should be avail-
able. This is necessary to simultaneously provide for : (1) Efficiency of
scaling, i.e., minimization of leading zeros and, consequently, increased
accuracy. (2) Accommodation of the largest numbers without overflow
of any register. For convenience, the symbols for the numbers in a prob-
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lem may be written in the following form which explicitly states the posi-
tion of the radix point

x =rbtx (6-26)

In Eq. (6-26), x is the true value, X termed the “scaled form™ of x is an n
place fraction, and in the scale factor, r?, b is the smallest integral power
of r which makes r* greater than the maximum value of x.

A standard convention in fixed-point computation is to consider fixed-
point numbers in a computer as fractions and to express the numbers in
a problem as fractions multiplied by scale factors. Neither addition nor
subtraction changes the position of the radix point. However, special
attention must be given to the position of the radix point in a product or
quotient. Usually, the radix point remains at the extreme left in both
multiplication and division of fractions. For example, in multiplication,
two n-bit fractions yield a product which is a 2n-bit fraction, and in
division, a 2n-bit fractional dividend divided by an n-bit fractional divisor
yields an n-bit fractional quotient (generally the dividend is an n-bit
fraction and the 2n-bit accumulator is used to shift the dividend the
proper number of places to the right required to make it less than the
divisor).

The steps to follow in scaling a problem are: (1) Ascertain the
bounds on the absolute values of the numbers. (2) Set up the scaling
relationship between true numbers and scaled fractions by determining
the required scale factor. (3) By substitution, obtain from the true value
formula the scaled value formula, and write the program directly from the
latter. The scale factors which do not cancel specify the required machine
shift operations.

To prevent an overflow in a summing process within an accumulator,
it is not enough to scale the final sum according to its bound, for, in gen-
eral, it must be scaled by the largest bound which applies to any element
in the sum or partial sum, P;, generated in the process of summing. Con-
sider the sum

=1
with the following bounds given
4] <7
] < K, i=12,...n

|P| < Ly i=12,...(n—2).
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The largest bound would be selected from J, K;, and L, to use as the
effective bound for scaling both the sum A and the elements a;. Where the
partial sums are not known, the bound used for selecting the scale factor
is n |ax|, where n is the number of elements and gy is the element with
the greatest magnitude.

In setting up the order of computation steps, the programmer should
attempt to determine the bounds on intermediate quantities in the com-
putation. Often a smaller bound than the implied maximum bound may
be used. For example, if |[4| < 12, |B| < 20, the implied maximum
bound of |4B| would be 240. However, there may be other constraints
on the system such that |[4AB| < k, where k < 240. When there are
alternatives in the order of computation steps, that order should be
chosen which makes use of known effective bounds to replace implied
maximum bounds. The scaling of any problem is not necessarily unique,
and several good approaches may be available.

6.3.2. FLOATING-POINT NOTATION FOR NUMBERS

In this notation each number is expressed in the form aR?. Thus, for
any number system of radix R, where R may be any integer greater than
unity, it is only necessary to specify the numbers a, b. The radix point is
usually considered to be to the left of the highest order nonzero bit or
digit. The coefficient or fractional part of the number, namely a, is con-
strained within specified limits by adjustment of the integral exponent b.
The value of a is within the bounds 1/R < a < 1, or else it is zero. In
the binary system, 1/2 < a < 1, or a = 0. In the decimal system 0.1
< a < 1, or a = 0. When restricted to such an arbitrary range, the
coefficient a is referred to as the mantissa, and the integer b as the
exponent index of the floating binary or decimal number. The exponent
may be zero or any integer, except that in any machine its magnitude must
be bounded because of storage limitations.

The use of floating-point numbers affords a convenient method of
computing with numbers which vary in magnitude over a relatively wide
range. Since, after a floating-point operation, a specified number of signifi-
cant digits is retained, and the magnitude of the number indicated by an
exponent index, assurance is provided that all numbers (i.e., the man-
tissas) are fixed in magnitude within some predetermined scale. Some
examples follow to show how numbers in floating-point form are manipu-
lated. Consider first, multiplication and division using numbers in floating
decimal form

(a,a2) 10" + *2

(ay/az) 10 = 22,

(a;10%) (a210%2)
(a110°) /(a210%)
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If the values of a,a; and a;/a. do not fall within the range 0.1 < a1a; < 1,
an additional step is required, namely the mantissas of the results, a,a,
and a,/a., must be scaled to fall within the specified range, and the ex-
ponent index of the result adjusted to compensate for the scaling opera-
tion. For example

Operation Unscaled result Adjusted result

(0.451 X 10%) (0.207 X 10-%) 0.0934 x 10-3 0.934 X 10—+
(0.905 X 104) /(0231 x 10 14) 392 x10-10 0.392 X 10—*

The algebraic addition of numbers in floating-point form presents
more of a problem since the exponent indices of the two numbers must
be made equal before addition of the mantissas can take place. Therefore,
the radix points of the two numbers must be aligned in some predeter-
mined scale. This scale may be defined by the exponent index of the larger
absolute number. Accordingly, the mantissa of the smaller absolute num-
ber is adjusted until its associated exponent index is equal to the ex-
ponent index of the larger. This adjustment is effected by dividing the
mantissa of the smaller absolute number by ten raised to a power equal
to the absolute value of the difference of the exponent indices. For example

Operation Unscaled result  Adjusted result

(0.324 X 10—-8) + (0.984 X 10-7)  0.0324 X 10-7  0.102 X 10-°
0984 x 107
1.016 X 107

6.3.3. REPRESENTATION OF FLOATING-POINT NUMBERS
WITHIN A COMPUTER

When using numbers in floating-point form within a computer, it is
convenient to represent the mantissa and exponent index as a single
number. However, a difficulty presents itself in that there is a sign associ-
ated with each, and these signs may not be the same. However, if the
range of the index is arbitrarily limited, the sign of the index can always
be made positive. For example, if it is desired to limit the range of the
exponent to — k << b < k (where, e.g., k = 50), the actual value of the
exponent used would be (b + k) since 0 < (b + k) < 100, i.e., (b+ k)
is always positive in sign. This bias of the exponent is readily removed in
the interpretation of results. Figure 6.37 shows how a floating decimal
number might be represented in a computer in which each storage location
accommodates a sign plus ten digits. As an example, the floating decimal
number + 0.54870623 X 10-7 would appear as + 0.5487062343. The
exponent is 43, since (b + k) = (— 7 + 50).
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Mantissa Index
A —e,

- —

+19)(92 aelb, b,

Fic. 6.37. Format for representing a number in floating point form

It is seen, then, that the use of floating point notation allows very
large or very small numbers to be stored by means of a relatively small
number of bits. In fixed-point notation, one has the alternatives of retain-
ing all the zeros between the significant bits and the radix point or keep-
ing track of the point throughout a lengthy computation.

6.3.4. A CoMPARISON OF FIXED-AND FLOATING-POINT
OPERATION IN A COMPUTER

Let us consider first some of the features of fixed-point operation. To
code a problem with fixed-point numbers, the coder must know in advance
the relative magnitude of the results of all arithmetic operations. This is
necessary to insure that all numbers stay within range, and that a suffi-
cient number of significant digits is retained. If it is anticipated that the
result of some operation will produce an overflow, the coder will provide
for shifting the operand(s) producing the result to the right before the
operation, or after the operation if there are provisions for retaining the
overflow digit. A left shift is called for if it is anticipated that results will
not contain enough significant digits. The number of shifts necessary must
be determined by estimating the magnitude of each result. The procedure
of estimating the magnitude of operation results and including right and
left shift commands to keep numbers in scale is part of the scaling problem.

From the preceding description it is apparent that the coder makes
partial use of f